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All real Lie algebras of dimension up to 8 that admit a nontrivial Levi decomposition are found.

## I. INTRODUCTION

The central problem arising in the theory of real Lie algebras is determination of all nonisomorphic algebras. The class of semisimple algebras has been determined long ago by Cartan. Up to now, only some results on solvable algebras are known. ${ }^{1-7}$ The aim of the present paper is to investigate algebras of a third group, namely the semidirect sums of semisimple and solvable algebras.

Our motivation is applications to cosmology. We hope, however, that the usefulness of the knowledge of algebras in other physical contexts is evident. ${ }^{8}$ As far as the ( $1+3$ )dimensional cosmological problem is concerned, algebras of nine Bianchi types that classify homogeneous space-times that are solutions to the Einstein field equations ${ }^{9}$ are important. Recently, multidimensional cosmologies have also been proposed. ${ }^{10}$ Therefore, it becomes necessary to extend the Bianchi classification of the real three-dimensional Lie algebras to a more general case of larger dimension and to face the problem of evaluating the structure constants for all nonisomorphic algebras. The knowledge of the algebras implies a classification of the homogeneous cosmological models. Furthermore, the field equations can be written down directly in terms of scale factors and in terms of the structure constants of the Killing vector algebras. "

In the following, we sketch the method of computing algebras that are the semidirect sums of the solvable and semisimple algebras. We apply this method to algebras of dimensions up to 8 . There is one five-dimensional algebra and four six-dimensional algebras, summarized in Table I. Tables II and III provide seven algebras of dimension 7 and 22 algebras of dimension 8 , respectively. These algebras lead naturally to a class of cosmological models that we discuss elsewhere. ${ }^{12}$

## II. THE SEMIDIRECT SUMS

As far as the notation and method is concerned we follow our previous work. ${ }^{13}$ We shall use the symbol $N \notin S$ for a semidirect sum, writing the ideal $N$ first, and the subalgebra $S$ second.

We endow the semidirect sum with a Lie algebra structure by using [ , ] ${ }_{N}$ and [, ] ${ }_{S}$ in each of these subalgebras. For Lie brackets between these two subalgebras, we set

$$
\begin{equation*}
\left[e_{i}, e_{J}\right]=R\left(e_{i}\right) * e_{J}, \quad e_{i} \in S, \quad e_{j} \in N \tag{1}
\end{equation*}
$$

where $R$ is a linear mapping, $R\left(e_{i}\right): N \ni e_{J} \rightarrow R\left(e_{i}\right) * e_{J} \in N$. For the linear subspaces $N$ and $S$ of the algebra $L=N \notin S$, the following relations hold:

$$
\begin{equation*}
[N, N] \subset N, \quad[S, S] \subset S, \quad[N, S] \subset N \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{dim} L=\operatorname{dim} N+\operatorname{dim} S \tag{3}
\end{equation*}
$$

Furthermore, from the Jacobi identity, it follows that $R\left(e_{i}\right)$ is a derivation of $N$ :
$R\left(e_{i}\right) *\left[e_{J}, e_{K}\right]=\left[R\left(e_{i}\right) * e_{J}, e_{K}\right]+\left[e_{J}, R\left(e_{i}\right) * e_{K}\right]$.
The set $\left\{R\left(e_{i}\right)\right\}$ forms a Lie algebra itself, called the derivation algebra, and the homomorphism of $S$ into the derivation algebra, $S \ni e_{i} \rightarrow R\left(e_{i}\right)$, must be a representation of the semisimple algebra $S$ by real matrices. It is clear that the zeromatrix representation of $S$, acting in $N$, is a derivation of $N$. This representation reduces the semidirect sum $N \notin S$ to the ordinary direct sum $N \oplus S$.

The fundamental Levi-Malcev theorem ${ }^{14}$ says that, for an arbitrary Lie algebra $L$ with the radical $N$, a semisimple subalgebra $S$ exists such that

$$
\begin{equation*}
L=N \oplus S \tag{5}
\end{equation*}
$$

The semisimple subalgebra $S$ is called the Levi factor. Consequently, Lie algebras fall into the following three categories: the semisimple algebras, the solvable algebras, and the semidirect sums of solvable and semisimple algebras.

## III. A CLASS OF SEMIDIRECT SUMS

Now, we shall determine all real Lie algebras $L=N \notin S$ such that $\operatorname{dim} L \leqslant 8$ and the semidirect sum is nontrivial: $N \neq 0, S \neq 0$, and $\mathcal{G} \neq \oplus$.

We start with a semisimple algebra $S, \operatorname{dim} S<8$. To extend this algebra we proceed in the following way. The commutation rules of [ $S, S$ ] type are known:

$$
\begin{equation*}
\left[e_{i}, e_{j}\right]=\sum_{k} C_{i j}^{k} e_{k}, e_{i}, e_{j}, e_{k} \in S \tag{6}
\end{equation*}
$$

Let $n=\operatorname{dim} N$. One is looking only for $n$-dimensional representations of $S$. These representations are $n \times n$ matrices that determine the commutators of $[N, S]$ type, as defined in Eq. (1). Then, we make use of (4) and we calculate the radicals $N$. Finally, to simplify the form of the radical, we perform suitable transformations of its basis elements.

There are three simple algebras of dimension less than 8: three-dimensional so(3) and $\operatorname{sl}(2, R)$, and six-dimensional so $(3,1)$. To show how the method works let us consider the algebra $L=N \notin$ so(3), $\operatorname{dim} N=4$. The algebra so(3) with the basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ is defined by the nonvanishing structure constants

$$
\begin{equation*}
C_{12}^{3}=1, \quad C_{31}^{2}=1, \quad C_{23}^{1}=1 \tag{7}
\end{equation*}
$$

Since so (3) has the adjoint representation by $3 \times 3$ matrices,

TABLE I. Real Lie algebras of dimensions 5 and 6 that admit a nontrivial Levi decomposition.

| Name | Levi decomposition | The representation of the Levi factor that defines the semidirect sum | Nonzero structure constants |
| :---: | :---: | :---: | :---: |
| $L_{5,1}$ | $2 L_{1}+\mathrm{sl}(2, R)$ | $D_{1 / 2}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}{ }_{15}=-1 \end{aligned}$ |
| $L_{6,1}$ | $3 L_{1} \uplus \operatorname{so}(3)$ | ad so(3) | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{6}{ }_{15}=1, C^{6}{ }_{24}=-1, C^{5}{ }_{34}=1, \\ & C^{5}{ }_{16}=-1, C^{4}{ }_{26}=1, C^{4}{ }_{35}=-1 \end{aligned}$ |
| $L_{6,2}$ | $A_{3,1} \notin \operatorname{si}(2, R)$ | $D_{1 / 2} \oplus D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}, \\ & C^{6}{ }_{45}=-1, \end{aligned}$ |
| $L_{6,3}$ | $A_{3,3} \forall \operatorname{sl}(2, R)$ | $D_{1 / 2} \oplus D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}=1, C^{14}=1, C_{34}^{5}=1, \\ & C^{5}{ }_{15}=-1, \\ & C^{4}{ }_{46}=1, C^{5}{ }_{56}=1 \end{aligned}$ |
| $L_{6,4}$ | $3 L_{1} \forall \mathrm{sl}(2, R)$ | $D_{1}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1 \\ & C^{4}{ }_{14}=2, C^{4}{ }_{25}=2, C^{5}{ }_{34}=1, \\ & C^{6}{ }_{16}=-2, C^{5}{ }_{26}=1, C^{6}{ }_{35}=2 \end{aligned}$ |

TABLE II. Real Lie algebras of dimension 7 that admit a nontrivial Levi decomposition.

| Name | Levi decomposition | The representation of the Levi factor that defines the semidirect sum | Nonzero structure constants |
| :---: | :---: | :---: | :---: |
| $L_{7,1}$ | $A_{4.5}^{1.1} \oplus \mathrm{so}$ (3) | $\mathrm{ad} \mathrm{so}(3) \oplus D_{0}$ | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{6}{ }^{15}=1, C^{6}{ }_{24}=-1, C^{5}=1, \\ & C^{5}{ }^{56}=-1, C^{4}=1, C^{4}=-1, \\ & C^{4}{ }_{47}=1, C^{5}{ }_{57}=1, C_{67}^{6}=1 \end{aligned}$ |
| $L_{7,2}$ | $4 L_{1} \forall \mathrm{so}(3)$ | $R_{4}$ |  |
| $L_{p, 3}^{p}$ | $\begin{aligned} & A,{ }_{4}^{1, p} \in \mathrm{sl}(2, R) \\ & p \neq 0 \end{aligned}$ | $D_{1 / 2} \oplus 2 D_{0}$ |  |
| $L_{7,4}$ | $A_{4,9}^{1} \ominus \mathrm{sl}(2, R)$ | $D_{1 / 2} \oplus 2 D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}, \\ & C^{54}=1, C^{4}{ }^{5}=1, C^{55}=1, C^{5}=1, \\ & C^{5}=1, \\ & C^{4}{ }_{47}=1, C^{5}{ }_{57}=1, C^{6}{ }_{67}=2 \end{aligned}$ |
| $L_{7,5}$ | $A_{4,5}^{1,1} * \operatorname{sl}(2, R)$ | $D_{1} \oplus D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=2, C^{4}{ }_{25}=2, C^{5}{ }_{34}=1, \\ & C^{6}{ }^{16}=-2, C^{5}=1, C^{5}=1, C^{6}=2, \\ & C^{4}{ }_{47}=1, C^{5}{ }_{57}=1, C^{6}=1 \end{aligned}$ |
| $L_{7,6}$ | $4 L_{1} \forall \mathrm{sl}(2, R)$ | $D_{3 / 2}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}=3, C^{4}{ }^{4}=3, C^{5}{ }_{34}=1, \\ & C^{5}=1, C^{5}=2, C^{5}=2, C^{6}=2, \\ & C^{6}=-1, C^{6}=16=1, C^{7}=36 \\ & C^{16}=-3 . \end{aligned}$ |
| $L_{7,7}$ | $4 L_{1} \forall \mathrm{sl}(2, R)$ | $2 D_{1 / 2}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}, \\ & C_{15}^{6}=-1, \\ & C^{7}{ }_{17}=1, C^{6}=-1 . \end{aligned}$ |

TABLE III. Real Lie algebras of dimension 8 that admit a nontrivial Levi decomposition.

| Name | Levi decomposition | The representation of the Levi factor that defines the semidirect sum | Nonzero structure constants |
| :---: | :---: | :---: | :---: |
| $L_{\text {B, }}^{P}$ | $\begin{aligned} & A_{;, 7}^{1,1, p} \theta \mathrm{so}(3) \\ & p \neq 0 \end{aligned}$ | $\mathrm{ad} \mathrm{so}(3) \oplus 2 D_{0}$ | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{6}{ }_{15}=1, C^{6}{ }_{24}=-1, C^{5}=1, \\ & C^{5}{ }_{16}=-1, C^{4}{ }_{26}=1, C_{35}^{4}=-1, \\ & C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C_{68}^{6}=1, \\ & C^{7}{ }_{78}=p \end{aligned}$ |
| $L_{\text {8,2 }}$ | $A_{5.4}+\mathrm{so}(3)$ | $R_{4} \oplus D_{0}$ | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{7}{ }^{14}=\frac{1}{2}, C^{5}{ }_{24}=\frac{1}{2}, C^{6}{ }_{34}=\frac{1}{2}, \\ & C^{6}{ }^{15}=\frac{1}{2}, C^{4}{ }_{25}=-\frac{1}{2}, C^{7}=-\frac{1}{2}, \\ & C^{5}{ }^{16}=-\frac{1}{2}, C^{7}{ }_{26}=\frac{1}{2}, C^{4}{ }_{36}=-\frac{1}{2}, \\ & C^{4}{ }^{17}=-\frac{1}{2}, C^{6}{ }_{27}=-\frac{1}{2}, C^{5}{ }_{37}=\frac{1}{2}, \end{aligned}$ |
| $L_{8,3}$ | $A_{9,7}^{1,1}+(+\mathrm{so}(3)$ | $R_{4} \oplus D_{0}$ | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{7}{ }_{14}=\frac{1}{2}, C^{5}{ }_{24}=\frac{1}{2}, C^{6}{ }_{34}=\frac{1}{2}, \\ & C^{6}{ }_{15}=\frac{1}{2}, C^{4}{ }_{25}=-\frac{1}{2}, C^{7}{ }_{35}=-\frac{1}{2}, \\ & C^{5}, \\ & C^{46}=-\frac{1}{2}, C^{7}{ }_{26}=\frac{1}{2}, C^{4}{ }^{36}=-\frac{1}{2}, \\ & C^{4}{ }_{48}=1, C^{6}{ }_{27}=-\frac{1}{2}{ }_{58}=1, C^{5}{ }_{68}{ }^{2}=1, \\ & C^{7}{ }_{78}=1, \end{aligned}$ |
| $L_{8,4}^{p}$ |  | $R_{4} \oplus D_{0}$ |  |
| $L_{8,5}$ | $5 L_{1}+$ so (3) | $\boldsymbol{R}_{5}$ | $\begin{aligned} & C^{3}{ }_{12}=1, C^{2}{ }_{31}=1, C^{1}{ }_{23}=1, \\ & C^{7}{ }_{14}=\frac{1}{2}, C^{6}{ }_{24}=\frac{1}{2}, C^{5}{ }^{34}=2, \\ & C^{6}{ }_{11}=-1, C^{7}={ }_{25}=\frac{1}{2}, C^{4}{ }_{35}=-2, \\ & C^{5}{ }^{16}=2, C^{4}{ }_{26}=-2, C^{7}{ }_{36}=1, \\ & C^{8}{ }_{16}^{16}=-1, C^{5}{ }_{27}=-2, C^{6}{ }_{37}=-1, \\ & C^{4}{ }_{17}=-2, C^{8}{ }_{27}=-1, \\ & C^{6}{ }_{18}=3, C^{7}{ }_{28}=3 \end{aligned}$ |
| $L_{8,6}$ | $A_{5,4}{ }^{( } \mathrm{sl}(2, R)$ | $D_{1 / 2} \oplus 3 D_{0}$ | $\begin{aligned} & C^{2}=2, C_{13}^{3}=-2, C_{23}^{1}=1, \\ & C^{4}{ }_{14}=1, C^{4}=1, C_{34}^{5}=1, \\ & C^{5}{ }_{15}=-1, \\ & C^{8}=1, C_{67}^{8}=1 \end{aligned}$ |
| $L_{8,7}^{8.9}$ | $\begin{aligned} & A_{5,7}^{1,0, q}(\mathrm{sl}(2, R) \\ & p q \neq 0 \end{aligned}$ | $D_{1 / 2} \oplus 3 D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}=-1, \\ & C^{4}=1, C^{4}=1, C_{58}^{5}=1, C_{68}^{6}=p, \\ & C^{48}=q \end{aligned}$ |
| $L_{\text {8,8 }}^{P}$ | $\begin{aligned} & A \underset{5, \beta}{1 / \beta} 1_{P} \notin \operatorname{sl}(2, R) \\ & p \neq 0 \\ & A=1 \\ & p=0 \end{aligned}$ | $D_{1 / 2} \oplus 3 D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{11}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}{ }_{15}=-1, \\ & C^{4}, \\ & C^{48}=1, C^{5}=1, C^{5}{ }_{78}^{7}=1, C^{6}{ }_{68}=p, \end{aligned}$ |
| $L_{8,9}^{p, q}$ | $\begin{aligned} & A_{s, 13}^{1, p, q} \in \operatorname{sl}(2, R) \\ & q \neq 0 \end{aligned}$ | $D_{1 / 2} \oplus 3 D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}{ }^{15}=-1, \\ & C^{4}{ }^{48}=1, C^{5}{ }_{58}=1, C^{6}{ }_{68}=p, \\ & C^{7}{ }_{68}=-q, C^{6}{ }_{78}=q, C^{7}{ }_{78}=p \end{aligned}$ |
| $L_{\text {8,10 }}^{p}$ | $\begin{aligned} & A_{5,19}^{2, p} \forall \mathrm{sl}(2, R) \\ & p \neq 0 \end{aligned}$ | $D_{1 / 2} \oplus 3 D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }^{4}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1, \\ & C^{5}{ }^{5}=-1, \\ & C^{4}=1, C^{5}=1, C^{6}=1, \\ & C^{7}{ }_{78}=p, C^{6}=1, \end{aligned}$ |

Levi
decomposition
$D_{1 / 2} \oplus 3 D_{0}$
$D_{1} \oplus 2 D_{0}$
$2 D_{1 / 2} \oplus D_{0}$
$2 D_{1 / 2} \oplus D_{0}$
$2 D_{1 / 2} \oplus D_{0}$
$A_{5,4} \oplus \mathrm{sl}(2, R)$
$\varepsilon= \pm 1$
$A_{3,1} \oplus \mathrm{sl}(2, R)$
$A_{5,3} \forall \operatorname{sl}(2, R)$
$A_{5,15}^{1} \forall \mathrm{sl}(2, R)$
$p>0$
$\boldsymbol{L}_{8,19}$
$L_{8,11}$
$L_{8,12}^{p}$
$L_{\text {8, }}^{\boldsymbol{\varepsilon}, 1}$
$L_{8,14}$
$L_{8,15}$
$L_{8,11}$
$L_{8,17}^{p}$
$L_{8,18}^{p}$
8.16

$A_{s, 20}^{2} \forall \mathrm{sl}(2, R)$
$A^{1,1,7, p} \neq \mathrm{sl}(2, R)$
$p \neq 0$
$A{ }_{j, 7}^{1, \rho} \in \operatorname{sl}(2, R)$
$-1<p<1$
$2 D_{1 / 2} \oplus D_{0}$
$2 D_{1 / 2} \oplus D_{0}$
${ }^{-}$
$D_{3 / 2} \oplus D_{0}$
factor that defines the semidirect sum

Nonzero structure constants
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }^{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{4}{ }^{4}=-1$,
$C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C^{6}{ }_{68}=2$,
$C^{6}{ }_{78}=1, C^{7}{ }_{78}=2, C^{6}{ }_{45}=1$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=2, C^{4}{ }_{25}=2, C^{5}{ }_{34}=1$,
$C^{6}{ }_{16}=-2, C^{5}{ }_{26}=1, C^{6}{ }_{35}=2$,
$C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C^{6}{ }_{68}=1$,
$C^{7}{ }_{78}=p$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }_{15}=-1$,
$C^{6}{ }_{16}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{77}=-1$
$C^{8}{ }_{45}=1, C^{8}{ }_{67}=\varepsilon$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }_{15}=-1$,
$C^{6}{ }^{15}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{7}{ }_{17}=-1$,
$C^{4}{ }_{68}=1, C^{5}{ }_{78}=1$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }_{15}=-1$,
$C^{6}{ }_{16}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{7}{ }_{17}=-1$,
$C^{4}{ }_{68}=1, C^{5}{ }_{78}=1, C^{8}{ }_{67}=1$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }^{15}=-1$,
$C^{6}{ }_{16}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{4}{ }^{17}=-1$,
$C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C^{4}{ }_{68}=1$,
$C^{6}{ }_{68}=1, C^{5}{ }_{78}=1, C^{7}{ }_{78}=1$,
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }^{15}=-1$,
$C^{6}{ }_{16}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{7}{ }^{7}=-1$,
$C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C_{68}^{6}=p$,
$C^{7}{ }_{7 B}=p$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=1, C^{4}{ }_{25}=1, C^{5}{ }_{34}=1$,
$C^{5}{ }_{15}=-1$,
$C^{6}{ }_{16}=1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=1$,
$C^{17}=-1$,
$C^{4}{ }_{48}=p, C^{6}{ }_{48}=-1$,
$C^{58}=p, C^{7}{ }_{88}=-1$,
$C^{4}{ }^{68}=1, C^{6}{ }_{68}=p$,
$C^{5}{ }_{78}=1, C^{7}{ }_{78}=p$
$C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1$,
$C^{4}{ }_{14}=3, C^{4}{ }^{45}=3, C^{5}{ }_{34}=1$,
$C^{5}{ }_{15}=1, C^{5}{ }_{26}=2, C^{6}{ }_{35}=2$,
$C^{6}{ }_{16}=-1, C^{6}{ }_{27}=1, C^{76}=3$,
$C^{7}{ }_{17}=-3$,
$C^{8}{ }_{47}=1, C^{8}{ }_{56}=-3$

TABLE III. (Continued.)

| Name | Levi decomposition | The representation of the Levi factor that defines the semidirect sum | Nonzero structure constants |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{L}_{8,20}$ | $A_{5,7}^{1,1,1}+\mathrm{sl}(2, R)$ | $D_{3 / 2} \oplus D_{0}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=3, C^{4}{ }_{25}=3, C^{5}{ }_{34}=1, \\ & C^{5}{ }_{15}=1, C^{5}=2, C^{6}{ }_{35}=2, \\ & C^{6}{ }^{16}=-1, C^{6}{ }_{27}=1, C^{7}{ }_{36}=3, \\ & C^{7}{ }_{17}=-3, \\ & C^{4}{ }_{48}=1, C^{5}{ }_{58}=1, C_{68}^{6}=1, \\ & C^{7}{ }_{78}=1 \end{aligned}$ |
| $L_{8,21}$ | $5 L_{1} \forall \mathrm{sl}(2, R)$ | $D_{2}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{14}=4, C^{4}{ }^{25}=4, C^{5}{ }_{34}=1, \\ & C^{5}{ }_{15}=2, C^{5}=3, C^{6}{ }_{35}=2, \\ & C^{7}{ }_{17}=-2, C^{6}{ }_{27}=2, C^{7}{ }_{36}=3, \\ & C^{8}{ }_{18}=-4, C^{7}{ }_{28}=1, C^{8}{ }_{37}=4 \end{aligned}$ |
| $\boldsymbol{L}_{8,22}$ | $5 L \in \operatorname{sl}(2, R)$ | $D_{1} \oplus D_{1 / 2}$ | $\begin{aligned} & C^{2}{ }_{12}=2, C^{3}{ }_{13}=-2, C^{1}{ }_{23}=1, \\ & C^{4}{ }_{11}=2, C^{4}{ }_{25}=2, C^{5}{ }_{34}=1, \\ & C^{6}=-2, C_{16}=-2, C_{26}=1, C^{6}{ }_{35}=2, \\ & C^{7}=1, C^{7}{ }_{28}=1, C^{8}{ }_{37}=1, \\ & C^{8}{ }_{18}=-1 \end{aligned}$ |

we can define $R=\operatorname{ad} \operatorname{so}(3) \oplus[0]$,

$$
\begin{aligned}
R\left(e_{1}\right) & =\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
R\left(e_{2}\right) & =\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
R\left(e_{3}\right) & =\left(\begin{array}{llll}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

This, via relation (1), implies the following commutation relations:

$$
\begin{array}{lll}
{\left[e_{1}, e_{5}\right]=+e_{6},} & {\left[e_{2}, e_{4}\right]=-e_{6},} & {\left[e_{3}, e_{4}\right]=+e_{5},} \\
{\left[e_{1}, e_{6}\right]=-e_{5},} & {\left[e_{2}, e_{6}\right]=+e_{4},} & {\left[e_{3}, e_{5}\right]=-e_{4},} \tag{8}
\end{array}
$$

where $\left\{e_{4}, e_{5}, e_{6}, e_{7}\right\}$ are the basis elements of $N$. With the help of Jacobi identity (4) we find that the four-dimensional solvable algebra $N$ is either Abelian or a solvable algebra given by the following nonzero commutators:

$$
\begin{equation*}
\left[e_{J}, e_{7}\right]=e_{J}, \quad J=4,5,6 . \tag{9}
\end{equation*}
$$

This is the algebra $A, 1,5$ in the list by Patera et al. ${ }^{6}$ Hence we distinguish two types of algebras defined by Eqs. (7), (8) and (7)-(9), respectively,

$$
L_{7}=L_{1} \oplus\left(3 L_{1} \notin \mathrm{so}(3)\right)=L_{1} \oplus L_{6,1}
$$

and

$$
L_{7,1}=A_{4,5}^{1,1} \notin \operatorname{so}(3) .
$$

The term $L_{r, j}$ denotes an $r$-dimensional algebra of $j$ th type, and $n L_{i}$ an Abelian $n$-dimensional algebra.

In all other cases we proceed analogously. The results are given in Tables I-III in which we present radicals, Levi factors, representations of Levi's factors determining semidirect sums, and all nonzero structure constants. The following notation is used. The term $A_{r, j}$ denotes an $r$-dimensional solvable algebra of the $j$ th type; for commutation relations see Ref. 6. The term $D_{J}$ denotes the real representation of $\mathrm{sl}(2, R)$ and is taken in its standard form,

$$
e_{1} \rightarrow\left(\begin{array}{cccc}
2 J & & & \\
& 2 J-2 & & \\
& & \ddots & \\
& & & -2 J
\end{array}\right), \quad e_{2} \rightarrow\left(\begin{array}{ccccc}
0 & 2 J & & & \\
& 0 & 2 J-1 & & \\
& & 0 & \cdot & \\
& & & \cdot & 1 \\
& & & & 0
\end{array}\right), \quad e_{3} \rightarrow\left(\begin{array}{cccc}
0 & & & \\
1 & 0 & & \\
& 2 & 0 & \\
& & \cdot & . \\
& & & 2 J
\end{array}\right)
$$

where $\left\{e_{1}, e_{2}, e_{3}\right\}$ with the following multiplication table: $\left[e_{1}, e_{2}\right]=2 e_{2},\left[e_{1}, e_{3}\right]=-2 e_{3},\left[e_{2}, e_{3}\right]=e_{1}$, form a basis of sl $(2, R)$.

The terms $R_{4}$ and $R_{5}$ denote the four-dimensional and five-dimensional (respectively) real irreducible representations of so(3),

$$
\begin{aligned}
& \bar{e}_{1} \rightarrow\left(\begin{array}{cccc}
0 & 0 & 0 & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0
\end{array}\right), \bar{e}_{2} \rightarrow\left(\begin{array}{cccc}
0 & -\frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} \\
0 & 0 & \frac{1}{2} & 0
\end{array}\right), \bar{e}_{3} \rightarrow\left(\begin{array}{ccc}
0 & 0 & -\frac{1}{2} \\
0 \\
0 & 0 & 0 \\
\frac{1}{2} \\
\frac{1}{2} & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0
\end{array}\right) ; \\
& \bar{e}_{1} \rightarrow\left(\begin{array}{ccccc}
0 & 0 & 0 & -2 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 0 & 3 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0
\end{array}\right), \quad \bar{e}_{2} \rightarrow\left(\begin{array}{cccc}
0 & 0 & -2 & 0 \\
0 & 0 & 0 & -2 \\
0 \\
\frac{1}{2} & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \quad \bar{e}_{3} \rightarrow\left(\begin{array}{ccccc}
0 & -2 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
\end{aligned}
$$

where $\left\{\bar{e}_{1}, \bar{e}_{2}, \bar{e}_{3}\right\}$ forms a basis for so(3). In the names of some algebras the superscripts are given to specify the value(s) of continuous parameters on which the algebra depends.
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Superposition formulas are derived expressing the general solution of several different systems of nonlinear ordinary differential equations in terms of a fundamental set of particular solutions. The equations, as well as the superposition formulas, are induced by the action of the exceptional Lie group $G_{2}$ (complex or real) on a homogeneous space $G_{2} / G$, where $G \subset G_{2}$ is a maximal subgroup of $\mathrm{G}_{2}$. When G is either parabolic, or simple, three particular solutions are needed. When $G$ is $\operatorname{SL}(2, \mathbb{C}) \times \operatorname{SL}(2, \mathbb{C})$ (or one of its real forms), then two particular solutions suffice.

## I. INTRODUCTION

The present paper is the third (and last) in a series ${ }^{1,2}$ devoted to systems of nonlinear ordinary differential equations with superposition formulas, based on the Cartan exceptional Lie group $G_{2}$. The first ${ }^{1}$ (further referred to as I) was devoted to a study of subalgebras of the real and complex forms of the algebra $\mathrm{g}_{2}$ and their matrix realizations. The nonlinear equations were derived in the second paper ${ }^{2}$ (further referred to as II). In this paper we present the actual nonlinear superposition formulas.

We recall that a system of $n$ first-order ordinary differential equations (ODE's)

$$
\begin{equation*}
\dot{\mathbf{y}}=\eta(\mathbf{y}, t), \quad \mathbf{y}, \eta \in F^{n}, \quad t \in \mathbb{R}, \quad F=\mathbb{R} \text { or } \mathbb{C}, \tag{1.1}
\end{equation*}
$$

is said to allow a nonlinear superposition formula, if its general solution can be expressed functionally in terms of a finite number $m$ of particular solutions, and $n$ significant constants,

$$
\begin{equation*}
\mathbf{y}(t)=\mathbf{F}\left(\mathbf{y}_{1}(t), \ldots, \mathbf{y}_{m}(t), c_{1}, \ldots, c_{n}\right) \tag{1.2}
\end{equation*}
$$

If such a formula exists, then the set $\left\{\mathbf{y}_{1}(t), . ., \mathbf{y}_{m}(t)\right\}$ is called a fundamental set of solutions.

Lie and Scheffers ${ }^{3}$ have characterized all such equations and proven that they must have the form

$$
\begin{equation*}
\dot{\mathbf{y}}(t)=\sum_{k=1}^{r} Z_{k}(t) \xi_{k}(\mathbf{y}) \tag{1.3}
\end{equation*}
$$

where the coefficients $\boldsymbol{\xi}_{k}(\mathbf{y})$ are such that the vector fields

$$
\begin{equation*}
X_{k}=\sum_{\mu=1}^{n} \xi_{k}^{\mu}(\mathbf{y}) \frac{\partial}{\partial y^{\mu}} \tag{1.4}
\end{equation*}
$$

generate a finite-dimensional Lie algebra $L$.
It was recently shown ${ }^{4}$ that indecomposable systems of nonlinear differential equations with superposition formulas are associated with transitive primitive Lie algebras. ${ }^{4}$ Relat-

[^0]ed papers were devoted to equations based on the classical Lie groups and their maximal subgroups. ${ }^{5-8}$ For the motivation of our interest in superposition formulas and applications we refer to earlier papers. ${ }^{1,2,4-11}$ For an extension of the approach from Lie algebras to Lie superalgebras, see Ref. 12. For applications to the study of nonlinear wave equations see Ref. 13 and references therein. The relation between nonlinear ODE's with superposition formulas and Bäcklund transformations is discussed, e.g., by Chau. ${ }^{14,15}$ Such systems of first-order ODE's can be used to integrate interesting sec-ond-order ODE's. ${ }^{16,17}$

The right-hand side of Eq. (1.3) can, for $t$ fixed, be viewed as an element of the Lie algebra $L$ [with a basis (1.4)]. As time $t$ varies, the right-hand side of Eq. (1.3) describes a curve in this Lie algebra.

The solutions of the equations can in turn be written in the form ${ }^{6,7}$

$$
\begin{equation*}
\mathbf{y}(t)=G(t) \mathbf{y}_{0}, \tag{1.5}
\end{equation*}
$$

where $y_{0}$ is a constant vector and $G(t)$ is a path in the Lie group $G$, corresponding to the Lie algebra $L$. In order to obtain the superposition formula (1.2) explicitly, we proceed as follows.
(i) Construct the model of the homogeneous space $G / G_{0} \sim M$ for which the infinitesimal group action is given by the vector fields (1.4). Here $G$ is the connected component of the Lie group corresponding to the Lie algebra $L$ of Lie's theorem, $G_{0}$ is the subgroup leaving the origin invariant. The Lie algebra $L_{0} \subset L$ corresponding to $G_{0}$ is the subalgebra of vector fields (1.4), vanishing at the origin. Choose some parametrization of the group $G$ and write the formula for the (in general nonlinear) action of $G$ on $M$. This is formula (1.5).
(ii) Reconstruct the path $G(t)$ in the group $G$. To do this we take $m$ solutions of Eqs. (1.3) and write (1.5) for them;

$$
\begin{equation*}
\mathbf{y}_{k}(t)=G(t) \mathbf{y}_{k 0}, \quad k=1, \ldots, m \tag{1.6}
\end{equation*}
$$

We must then solve Eqs. (1.6) for the matrix elements of $G(t)$ (in the chosen parametrization). The set of algebraic equations (1.6) will determine $G(t)$ uniquely if the isotropy subgroup of $G$ leaving the initial conditions invariant is only the identity group. In other words, $\mathbf{y}_{1}(t), \ldots, y_{m}(t)$ will be a fundamental set of solutions if the equations

$$
\begin{equation*}
\mathbf{y}_{k}(0)=G(t) \mathbf{y}_{k 0}, \quad k=1, \ldots, m \tag{1.7}
\end{equation*}
$$

imply

$$
G(t)=\mathrm{Id}
$$

where Id is the identity transformation on $M$ [and $y_{k}(0)$ are viewed as $m$ points on $M$ ]. Once $G(t)$ is completely determined in terms of the solutions $y_{k}(t)$, formula (1.5) is the required superposition formula.

Each solution $\mathbf{y}_{k}(t)$, together with its initial condition value $\mathbf{y}_{k}(0)$, when substituted into (1.6), provides $n$ algebraic equations for the matrix elements $g_{i k}(t)$ of $G(t)$. Since the dimension of the Lie group $G$ is by assumption $\operatorname{dim} G=r$, we need at least $r$ equations to determine $G(t)$. Hence we obtain a lower limit on the number of solutions $m$ in a fundamental set, namely,
$n m \geqslant r$.
In the case of the $\mathrm{G}_{2}$ groups we have $r=14$ and $n=5$ for the case of maximal parabolic subgroups, $n=6$ for simple SL( $3, \mathrm{C}$ ) type subgroups, and $n=8$ for semisimple subgroups like $\operatorname{SL}(2, \mathrm{C}) \otimes \operatorname{SL}(2, \mathrm{C})$. We shall see that we have $m=3$ in the first three cases and $m=2$ in the last. Thus the inequality (1.8) comes as close as possible to being saturated and the system of algebraic equations (1.6) is only slightly overdetermined.

The actual task of reconstructing the group element can be viewed as a problem in algebraic geometry. Thus we can consider the general element of $G_{2}(\mathbb{C})$ to be represented by a matrix $G(t) \in \mathbb{C}^{7 \times 7}$. The 49 matrix elements $g_{i k}$ ( $i, k=1, \ldots, 7$ ) are subject to 28 orthogonality relations [since we have $G_{2}(\mathbb{C}) \in O(7, \mathbb{C})$ ], seven relations expressing the invariance of three-index tensor $T$, and $n \cdot m$ relations obtained from (1.6). The $35+n \cdot m$ surfaces in $\mathbb{C}^{7 \times 7}$, corresponding to these relations, must intersect in precisely one point (for any fixed $t$ ).

The reconstruction procedure in all cases treated in this paper will be essentially the same. The equations to be solved are nonlinear; however, it is always possible to solve them in two steps. In the first step we solve all the equations that are linear in some of the matrix elements $g_{i k}$ and express these elements in terms of known solutions and one or more remaining matrix elements. The second step is nonlinear and consists either of solving a nonlinear algebraic equation for one remaining matrix element, or of finding the eigenvalues and eigenvectors of some given matrix.

The final results and the calculations involved can be quite cumbersome. In these cases we shall only outline the results here and refer for details to Ref. 18.

The paper is organized as follows. In Sec. II we obtain the superposition formulas related to the two different maximal parabolic subgroups of the complex group $G_{2}(\mathbb{C})$ and
also of the noncompact real group $G_{2}^{N C}(R)$. The simple subgroup $\operatorname{SL}(3, \mathbb{C}) \subset G_{2}(\mathbb{C})$, as well as the corresponding real forms, are treated in Sec. III. Section IV is devoted to the case of the semisimple subgroup $\operatorname{SL}(2, \mathrm{C}) \otimes \operatorname{SL}(2, \mathbb{C})$, and also to the corresponding real forms.

## II. SUPERPOSITION FORMULA RELATED TO MAXIMAL PARABOLIC SUBGROUPS

The complex Lie algebra $g_{2}(\mathbb{C})$ has two different maximal parabolic subalgebras, denoted $p_{\alpha_{1}}$ and $p_{\alpha_{2}}$ in I and II. Both of them are nine dimensional. The homogeneous spaces $G_{2}(\mathbb{C}) / P_{\alpha_{1}}$ and $G_{2}(\mathbb{C}) / P_{\alpha_{2}}\left(P_{\alpha_{i}}\right.$ are the corresponding maximal parabolic subgroups) are hence five dimensional.

The nonlinear equations corresponding to the action of $G_{2}(\mathbb{C})$ on $G_{2}(\mathbb{C}) / P_{\alpha_{1}}$ are a set of five coupled complex conformal Riccati equations [see II, Eq. (2.11)]. These are special cases of the conformal Riccati equations corresponding to the action of $O(7, \mathrm{C})$ on the homogeneous space $O(7, \mathbb{C})$ / $P_{1}$ (see I and II). For the $G_{2}(\mathbb{C}) / P_{\alpha_{2}}$ space we have obtained a set of five coupled equations in which the right-hand sides are polynomials of order 4 in the dependent variables [see II, Eq. (2.22)].

The homogeneous spaces $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha_{i}}(i=1,2)$ in these two cases are Grassmannians of isotropic $i$ planes in $\mathbb{C}^{7 \times i}$. The group $G_{2}(\mathbb{C})$ is realized as a subgroup of $O(7, \mathbb{C})$, leaving a certain third rank tensor $T$ invariant.

When discussing parabolic subgroups $P_{\alpha_{i}}$, it is convenient to use a realization in which $G_{2}(\mathbb{C})$ is realized as a group of matrices $G \in \mathbb{C}^{7 \times 7}$ satisfying

$$
\begin{align*}
& G^{T} J G=J, \quad g_{a b} T_{b c d}=T_{a m n} g_{m c} g_{n d},  \tag{2.1a}\\
& (J)_{a b}=\delta_{a, 8-a}, \quad a, b, c, m, n=1, \ldots, 7  \tag{2.1b}\\
& T_{b c d}=-T_{b d c} \equiv\left(T_{b}\right)_{c d}, \\
& \left(T_{1}\right)_{14}=-(1 / \sqrt{2})\left(T_{1}\right)_{56}=i \\
& \left(T_{2}\right)_{24}=(1 / \sqrt{2})\left(T_{2}\right)_{57}=i \\
& \left(T_{3}\right)_{34}=-(1 / \sqrt{2})\left(T_{3}\right)_{67}=i \\
& \left(T_{4}\right)_{17}=\left(T_{4}\right)_{26}=\left(T_{4}\right)_{35}=-i  \tag{2.2}\\
& \left(T_{5}\right)_{45}=-(1 / \sqrt{2})\left(T_{5}\right)_{12}=i \\
& \left(T_{6}\right)_{46}=(1 / \sqrt{2})\left(T_{6}\right)_{13}=i \\
& \left(T_{7}\right)_{47}=-(1 / \sqrt{2})\left(T_{7}\right)_{23}=i
\end{align*}
$$

(the superscript $T$ denotes transposition).
In keeping with II we shall use both homogeneous and affine coordinates to parametrize the Grassmannians $\mathrm{G}_{\mathbf{2}}(\mathbb{C}) / P_{\alpha_{i}}$. In homogeneous coordinates we have

$$
\xi=\left(\begin{array}{l}
X_{1}  \tag{2.3}\\
X_{2} \\
X_{3}
\end{array}\right), \quad X_{1}, X_{3} \in \mathbb{C}^{i \times i}, \quad X_{2} \in \mathbb{C}^{(7-2 i) \times i}, \quad i=1,2
$$

$$
\xi^{T} J \xi=0
$$

and two points $\xi^{\prime}$ and $\boldsymbol{\xi}$ coincide if

$$
\begin{equation*}
\xi^{\prime}=\xi H, \quad H \in \mathrm{GL}(i, \mathbb{C}) \tag{2.4}
\end{equation*}
$$

In affine coordinates the redundancy (2.4) is removed and we have
$\eta=\binom{Z_{1}}{Z_{2}}$,

$$
\begin{equation*}
Z_{1}=X_{1} X_{3}^{-1} \in \mathbb{C}^{i \times i}, \quad Z_{2}=X_{2} X_{3}^{-1} \in \mathbb{C}^{(7-2 i) \times i} \tag{2.5}
\end{equation*}
$$

$Z_{1}^{T} J_{i}+J_{i} Z_{1}=-Z_{2}^{T} J_{7-2 i} Z_{2}$
( $J_{\mu} \in \mathbb{C}^{\mu \times \mu}$ and it has l's on the antidiagonal and 0's elsewhere).

In homogeneous coordinates we write the superposition formula (1.5) as
$\left(\begin{array}{l}X_{1}(t) \\ X_{2}(t) \\ X_{3}(t)\end{array}\right)=\left(\begin{array}{lll}G_{11}(t) & G_{12}(t) & G_{13}(t) \\ G_{21}(t) & G_{22}(t) & G_{23}(t) \\ G_{31}(t) & G_{32}(t) & G_{33}(t)\end{array}\right)\left(\begin{array}{l}X_{1}(0) \\ X_{2}(0) \\ X_{3}(0)\end{array}\right)$,
where the nonlinearity is introduced by the condition (2.4). In (2.6) $G_{a b}(t)$ is a complex matrix of the appropriate dimension ( $1 \leqslant a, b \leqslant 3$ ).

In affine coordinates the superposition formula is nonlinear, namely,

$$
\begin{align*}
Z_{1}(t)= & {\left[G_{11} Z_{1}(0)+G_{12} Z_{2}(0)+G_{13}\right] } \\
& \times\left[G_{31} Z_{1}(0)+G_{32} Z_{2}(0)+G_{33}\right]^{-1}, \\
Z_{2}(t)= & {\left[G_{21} Z_{1}(0)+G_{22} Z_{2}(0)+G_{23}\right] }  \tag{2.7}\\
& \times\left[G_{31} Z_{1}(0)+G_{32} Z_{2}(0)+G_{33}\right]^{-1},
\end{align*}
$$

where the constant matrices $Z_{1}(0), Z_{2}(0)$ are related to the initial conditions.

We recall that the equations are written in affine coordinates and that knowing a solution means knowing its affine coordinates. From them we can get the homogeneous coordinates up to the ambiguity given by (2.4).

Each solution has five independent components and hence, when substituted into (2.6) or (2.7), provides five equations for the 14 independent components of the $G_{2}(\mathbb{C})$ group elements $g_{i k}$. Since we have $3 \times 5>14$, at least three solutions are needed to obtain $g_{i k}$ uniquely and we shall show below that indeed three generically chosen solutions are sufficient, both for the case of $P_{\alpha_{1}}$ and $P_{\alpha_{2}}$.

## A. The $\mathbf{G}_{\mathbf{2}}(\mathrm{C}) / \boldsymbol{P}_{\alpha_{1}}$ equations

The maximal parabolic subgroup $P_{\alpha_{1}}$ of $G_{2}(\mathbb{C})$ leaves a one-dimensional lightlike vector space invariant. The Grassmannian consists of isotropic one-planes in $\mathbb{C}^{7 \times 1}$.

## 1. A fundamental set of solutlons

It is convenient to perform most of the reasoning in homogeneous coordinates. In this case we have $X_{1}, X_{3} \in \mathbb{C}$, $X_{2} \in \mathbb{C}^{5 \times 1}$. Let us assume that we know (up to a nonvanishing scalar factor) the homogeneous coordinates of three solutions $u(t), v(t)$, and $w(t)$. Out of these solutions we can form four $G_{2}(\mathbb{C})$ invariants, namely the scalar products
$(u, v)=u^{T} J v, \quad(u, w)=u^{T} J w, \quad(v, w)=v^{T} J w$,
and the trilinear product

$$
\begin{equation*}
S=T J u v w=T_{a b c}(J u)_{a} v_{b} w_{c} \tag{2.9}
\end{equation*}
$$

We proceed to establish the conditions to be imposed on the initial conditions $u(0), v(0)$, and $w(0)$ for their joint isotropy subgroup of $G_{2}(\mathbb{C})$ to be the identity group. Thus the conditions
$G u(0)=\lambda u(0), \quad G v(0)=\mu v(0), \quad G w(0)=v w(0)$,

$$
\begin{equation*}
\lambda, \mu, v \in \mathbb{C}, \quad \lambda, \mu, v \neq 0 \tag{2.10}
\end{equation*}
$$

should imply

$$
\begin{equation*}
G=\rho I, \quad \rho \in \mathbb{C}, \quad \rho \neq 0 \tag{2.11}
\end{equation*}
$$

With no loss of generality we can, in view of transitivity, choose

$$
\begin{equation*}
u(0)=(00000001)^{r} \alpha, \quad \alpha \neq 0 \tag{2.12}
\end{equation*}
$$

The first of conditions (2.10) determines all off-diagonal elements in the last column of $G$ to be $g_{i}=0, i=1, \ldots, 6$. The orthogonality condition in (2.1) then yields $g_{1 i}=0$, $i=2, \ldots, 6$, and also $g_{11} g_{77}=1$. Combining these results with the invariance of $T$ in (2.1) [choosing, e.g., $c=7$ in (2.1)], we obtain further restrictions on $g_{i k}$. Finally, the isotropy group of $u(0)$ in (2.12) consists of $G_{2}(\mathbb{C})$ matrices, satisfying

$$
\begin{align*}
& g_{i 7}=0, \quad i=1, \ldots, 6, \quad g_{11} g_{77}=1 \\
& g_{i j}=0, \quad j=2, \ldots, 6  \tag{2.13}\\
& g_{42}=g_{52}=g_{62}=0, \quad g_{43}=g_{53}=g_{63}=0
\end{align*}
$$

Now let us choose the initial condition for the second solution to be

$$
\begin{equation*}
v(0)=(1000000)^{T} \beta, \quad \beta \neq 0 \tag{2.14}
\end{equation*}
$$

Two constant vectors $\tilde{u}$ and $\tilde{v}$ on the Grassmannian can be transformed into $u(0)$ and $v(0)$ as long as their scalar product satisfies

$$
\begin{equation*}
(\tilde{u}, \tilde{v})=(u(0), v(0))=\alpha \beta \neq 0 \tag{2.15}
\end{equation*}
$$

Imposing the second of conditions (2.10), and using orthogonality as well as the invariance of the tensor $T$, we find that the isotropy group of the pair $\{u(0), v(0)\}$ consists of matrices of the form
$\boldsymbol{G}=\left(\begin{array}{ccccccc}g_{11} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & g_{22} & g_{23} & 0 & 0 & 0 & 0 \\ 0 & g_{32} & g_{33} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & g_{11} g_{22} & -g_{11} g_{23} & 0 \\ 0 & 0 & 0 & 0 & -g_{11} g_{32} & g_{11} g_{33} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & g_{11}^{-1}\end{array}\right)$,
with

$$
\begin{equation*}
g_{11}\left(g_{22} g_{33}-g_{23} g_{32}\right)=1 \tag{2.17}
\end{equation*}
$$

We take the initial condition for the third solution in the general form

$$
\begin{equation*}
w(0)=\left(w_{1}(0), w_{2}(0), \ldots, w_{7}(0)\right)^{T} \gamma, \quad \gamma \neq 0 \tag{2.18}
\end{equation*}
$$

The matrix $G$ of (2.16) will leave (2.18) invariant (up to a factor $\lambda \neq 0$ ) if the remaining matrix elements $g_{i k}$ satisfy

$$
\begin{align*}
& \left(\lambda-g_{11}\right) w_{1}(0)=0, \quad(\lambda-1) w_{4}(0)=0, \\
& \left(\lambda-g_{11}^{-1}\right) w_{7}(0)=0, \\
& \left(g_{22}-\lambda\right) w_{2}(0)+g_{23} w_{3}(0)=0, \\
& g_{32} w_{2}(0)+\left(g_{33}-\lambda\right) w_{3}(0)=0,  \tag{2.19}\\
& \left(g_{22} g_{11}-\lambda\right) w_{5}(0)-g_{11} g_{23} w_{6}(0)=0, \\
& -g_{11} g_{32} w_{5}(0)+\left(g_{11} g_{33}-\lambda\right) w_{6}(0)=0 .
\end{align*}
$$

These conditions will imply that $g_{i k}=\delta_{i k}$, i.e., $G=1$, if and only if the components of $w(0)$ satisfy

$$
\begin{align*}
& w_{4}(0) \neq 0, \quad\left\{w_{1}(0), w_{7}(0)\right\} \neq\{0,0\} \\
& w_{2}(0) w_{6}(0)+w_{3}(0) w_{5}(0) \neq 0 \tag{2.20}
\end{align*}
$$

The invariants (2.8) and (2.9) for our choice of initial vectors are
$(u(0), v(0))=\alpha \beta, \quad(u(0), w(0))=\alpha \gamma w_{1}(0)$, $\{v(0), w(0))=\beta \gamma w_{7}(0), \quad S=i \alpha \beta \gamma w_{4}(0)$.

Moreover, the isotropy condition $w^{T}(0) J w(0)=0 \mathrm{im}$ plies

$$
\begin{align*}
w_{2}(0) & w_{6}(0)+w_{3}(0) w_{5}(0) \\
= & -w_{1}(0) w_{7}(0)-\frac{1}{2} w_{4}^{2}(0) \\
= & \left(1 / 2 \alpha^{2} \beta^{2} \gamma^{2}\right)\left[S^{2}\right. \\
& -2(u(0), v(0))(u(0), w(0))(v(0), w(0))] \tag{2.21b}
\end{align*}
$$

We arrive at the following result.
Theorem 1: A fundamental set of solutions of the system of nonlinear ordinary differential equations associated with the action of $\mathrm{G}_{2}(\mathbb{C})$ on $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha_{1}}$ consists of any three particular solutions $u, v$, and $w$ satisfying the following conditions.
(i) At least two of the scalar products $(u, v),(u, w)$, and ( $v, w$ ) are nonzero.
(ii) $S=T(J u) v w \neq 0$.
(iii) $S^{2}-2(u, v)(u, w)(v, w) \neq 0$.

These conditions must be satisfied by the initial data at $t=0$ to obtain a local superposition formula and for all $t$ for a global one.

## 2. The superposition formula

In order to turn (2.7) into a superposition formula we must now express all the matrix elements $g_{i k}(t)$ in terms of three particular solutions, say $u(t), v(t)$, and $w(t)$, satisfying the conditions of Theorem 1.

The construction follows the outline presented in the Introduction and parallels the scheme used in the proof of Theorem 1.

Using two solutions, say $u(t)$ and $v(t)$, orthogonality and the invariance of the tensor $T$, we express all elements $g_{i k}$ linearly in terms of $g_{11}$ and $g_{a b}$ with $a, b=2,3$. We also obtain one nonlinear relation between the remaining five elements. The third solution $w(t)$ is then substituted into (2.7). This provides six more equations: from four of them we express $g_{a b}(a, b=2,3)$ in terms of $g_{11}$, still only solving linear equations. One more equation then provides a quartic equation for $g_{11}(t)$. This equation has four different roots, but only one of them satisfies the obligatory relation $g_{11}(0)=1$. For all details and the final formulas see Ref. 18.

## B. The $\mathrm{G}_{2}(\mathrm{C}) / \boldsymbol{P}_{\alpha_{2}}$ equations

The group $P_{\alpha_{2}}$ leaves a two-dimensional completely isotropic subspace of $\mathbb{C}^{7}$ invariant. The corresponding homogeneous space $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha_{2}}$ is a subspace of the Grassmannian of isotropic two-planes in $\mathbb{C}^{7 \times 2}$. We shall proceed as in the case of $P_{\alpha_{1}}$, remembering, however, that, e.g., the homogeneous coordinates $\boldsymbol{\xi}$ of (2.3) parametrize a matrix in $\mathbb{C}^{7 \times 2}$.

## 1. A fundamental set of solutions

We shall again need three particular solutions. We choose the initial conditions for the first two in the form

$$
\begin{gather*}
u(0)=(0,0, \mathbb{1})^{T} \alpha(0), \quad v(0)=(\mathbb{1}, 0,0)^{T} \beta(0), \\
\alpha(0), \beta(0) \in \mathrm{GL}(2, \mathrm{C}) . \tag{2.22}
\end{gather*}
$$

The requirement that a $G_{2}(\mathbb{C})$ matrix [as in (2.6)] should stabilize $u(0)$ and $v(0)$ implies

$$
\begin{equation*}
G_{13}=0, \quad G_{23}=0, \quad G_{21}=0, \quad G_{31}=0 \tag{2.23}
\end{equation*}
$$

Invoking the invariance of the tensor $T$, we find, element by element, that

$$
\begin{equation*}
G_{12}=0, \quad G_{32}=0, \tag{2.24}
\end{equation*}
$$

and that the general element of the isotropy group of the two initial condition sets $u(0), v(0)$ of (2.22) is

$$
G=\left(\begin{array}{ccccccc}
g_{55} g_{66} & -g_{55} g_{67} & 0 & 0 & 0 & 0 & 0  \tag{2.25}\\
-g_{55} g_{76} & g_{55} g_{77} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & g_{33} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & g_{55} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & g_{66} & g_{67} \\
0 & 0 & 0 & 0 & 0 & g_{76} & g_{77}
\end{array}\right)
$$

with

$$
g_{55}\left(g_{66} g_{77}-g_{67} g_{76}\right)=1, \quad g_{33} g_{55}=1
$$

Let us choose the initial conditions for the third solution to be

$$
w(0)=\left(\begin{array}{l}
w_{1}(0)  \tag{2.26}\\
w_{2}(0) \\
w_{3}(0)
\end{array}\right) \gamma(0), \quad \gamma(0) \in \mathrm{GL}(2, \mathrm{C}) .
$$

We shall also denote the two columns in $w(0)$ by $w_{a 1}(0)$ and $w_{a 2}(0), a=1, \ldots, 7$.

Using the three initial conditions "bivectors" we can form the following bilinear $G_{2}(\mathbb{C})$ invariants

$$
\begin{align*}
& u^{T}(0) J_{7} v(0)=\alpha^{T}(0) J_{2} \beta(0), \\
& u^{T}(0) J_{7} w(0)=\alpha^{T}(0) J_{2} w_{1}(0) \gamma(0),  \tag{2.27}\\
& v^{T}(0) J_{7} w(0)=\beta^{T}(0) J_{2} w_{3}(0) \gamma(0) \tag{2.28}
\end{align*}
$$

From the stabilization $G w(0)=w(0) H, H \in G L(2, \mathbb{C})$, we get

$$
\begin{align*}
& G_{11} w_{1}(0)=w_{1}(0) H  \tag{2.29a}\\
& \left(\begin{array}{ccc}
g_{33} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & g_{55}
\end{array}\right) w_{2}(0)=w_{2}(0) H  \tag{2.29b}\\
& G_{33} w_{3}(0)=w_{3}(0) H \tag{2.29c}
\end{align*}
$$

This system of 14 equations will imply that the point isotropy group of the three initial conditions is $G=1$, if and only if $\operatorname{det} w_{1}(0) \neq 0$ or $\operatorname{det} w_{3}(0) \neq 0$ and

$$
\begin{aligned}
& D_{1} \equiv w_{31}(0) w_{42}(0)-w_{32}(0) w_{41}(0) \neq 0, \\
& D_{2} \equiv w_{31}(0) w_{52}(0)-w_{32}(0) w_{51}(0) \neq 0, \\
& D_{3} \equiv w_{41}(0) w_{52}(0)-w_{42}(0) w_{51}(0) \neq 0 .
\end{aligned}
$$

In fact, suppose that $\operatorname{det} w_{3}(0) \neq 0$, then $H=w_{3}^{-1}(0)$ $\times G_{33} w_{3}(0)$ and

$$
\left(\begin{array}{ccc}
g_{33} & 0 & 0  \tag{2.30}\\
0 & 1 & 0 \\
0 & 0 & g_{55}
\end{array}\right) w_{2}(0)-w_{2}(0) w_{3}^{-1}(0) G_{33} w_{3}(0)=0
$$

which is a linear system of six equations for $g_{33}, g_{55}, g_{66}, g_{67}$, $g_{76}, g_{77}$ with the unique solution

$$
\begin{equation*}
g_{i k}=\delta_{i k} \tag{2.31}
\end{equation*}
$$

To put all the conditions above in an invariant form that does not depend on the specific choice of $u, v$, and $w$, we note that we can construct certain invariants (not necessarily all independent), such as

$$
\begin{align*}
S_{i j k}= & T_{a b c} J_{a a^{\prime}} u_{a^{\prime} i} v_{b j} w_{c k},  \tag{2.32a}\\
S_{i j k}^{\prime}= & T_{a b c} J_{a a^{\prime}} u_{a^{\prime} ;} w_{b j} w_{c k}, \\
& a, b, c=1, \ldots, 7, \quad i, j, k=1,2,  \tag{2.32b}\\
S_{i j k}^{\prime \prime}= & T_{a b c} J_{a a^{\prime}} v_{a^{\prime} i} w_{b j} w_{c k} . \tag{2.32c}
\end{align*}
$$

Let us choose $u, v$, and $w$ in the simple form $u=(001)^{T}, v=(100)^{T}$, and $w=\left(1, w_{2}(0), 1\right)^{T}$. The justification of this choice is that the nonvanishing invariants in (2.32) are given only in terms of $w_{2}(0)$ as

$$
\begin{align*}
& S_{121}=i \omega_{41}(0), \\
& S_{122}=i \omega_{42}(0), \\
& S_{112}^{\prime}=-S_{121}+\sqrt{2} i \omega_{51}(0), \\
& S_{212}^{\prime}=-S_{122}+\sqrt{2} i \omega_{52}(0),  \tag{2.33}\\
& S_{112}^{\prime \prime}=\sqrt{2} i \omega_{31}(0)+S_{121}, \\
& S_{212}^{\prime \prime}=\sqrt{2} i \omega_{32}(0)-S_{122} .
\end{align*}
$$

We sum up all the results of this subsection as the following theorem.

Theorem 2: A fundamental set of solutions of the equations associated with the action of $G_{2}(\mathbb{C})$ on $G_{2}(\mathbb{C}) / P_{\alpha_{2}}$ consists of three particular solutions $u, v, w$ with initial conditions satisfying the following.
(i) At least two of the determinants $\operatorname{det}(u(0), w(0))$, $\operatorname{det}(u(0), v(0)), \operatorname{det}(v(0), w(0))$ are nonzero.
(ii) $\left(S_{112}^{\prime \prime}-S_{121}\right) S_{121}-\left(S_{112}^{\prime \prime}+S_{122}\right) S_{121} \neq 0$,
$\left(S_{112}^{\prime \prime}-S_{121}\right)\left(S_{212}^{\prime}-S_{122}\right)$
$-\left(S_{212}^{\prime \prime}+S_{122}\right)\left(S_{112}^{\prime}+S_{121}\right) \neq 0$,
$S_{121}\left(S_{212}^{\prime}-S_{122}\right)-S_{122}\left(S_{112}^{\prime}+S_{121}\right) \neq 0$.

## 2. The superposition formula

The procedure of reconstructing $G(t) \in \mathrm{G}_{2}(\mathbb{C})$ is very similar to the one described for $P_{\alpha_{1}}$. Indeed, using two solu-
tions $u(t)$ and $v(t)$, orthogonality, and the invariance of the tensor $T$, we express all the elements $g_{i k}$ of $G(t)$ linearly in terms of $g_{55}$ and $g_{a b}$ with $a, b=6,7$. The third solution gives all the remaining information: the $g_{a b}(a, b=6,7)$ are then expressed linearly in terms of $g_{55}$ and $g_{55}(t)$ satisfies a cubic equation which admits only one solution such that $g_{55}(0)=1$. For all details see again Ref. 18.

## C. Discussion of real cases $G_{2}^{N C}(\mathbb{R}) / \boldsymbol{P}_{\alpha_{1}}$ and $G_{2}^{N C}(\mathbb{R}) / \boldsymbol{P}_{\alpha_{2}}$

These cases are completely analogous to the complex cases above, except that all the entries have to be real. We also have to consider a tensor $T^{\prime}=-i T$ in order to have a tensor with all real entries. The fact that the field of complex numbers $\mathbb{C}$ is algebraically closed, did not play any role above, so the transition to $\mathbb{R}$ poses no difficulty. The notations are the same as in I and II, i.e., $G_{2}^{N C}(\mathbb{R})$ is the noncompact real form of $G_{2}(\mathbb{C})$.

## III. SUPERPOSITION FORMULAS RELATED TO MAXIMAL SIMPLE SUBGROUPS

This section is devoted to the ODE's related to the action of $G_{2}(\mathbb{C})$ on the space $G_{2}(\mathbb{C}) / S L(3, \mathbb{C}), G_{2}^{C}(\mathbb{R})$ on $G_{2}^{\mathrm{C}}(\mathbb{R}) / \mathrm{SU}(3), \quad \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) \quad$ on $\quad \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SL}(3, \mathbb{R})$ and $\mathbf{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SU}(2,1)$. The subgroups are of (complex, or real) dimension 8 . We are hence dealing with six-dimensional homogeneous spaces and with systems of six equations in each case. The equations spelled out in Ref. 2 are all special cases of projective Riccati equations.

We again use a representation of $\mathrm{G}_{2}(\mathbb{C})$ as a subgroup of $O(7, \mathbb{C})$; however, the matrix $J$ in (2.1a) is chosen to be the identity matrix $I_{7}$ when studying $G_{2}(\mathbb{C})$ or $G_{2}^{C}(\mathbb{R})$. When considering the noncompact real form $G_{2}^{\mathrm{NC}}(\mathbb{R})$, we choose $J=J_{4,3}=\operatorname{diag}(1,1,1,1,-1,-1,-1)$. The invariant tensor $T$ is completely antisymmetric in this realization and in agreement with (2.12) of I we take

$$
\begin{equation*}
T_{127}=T_{154}=T_{163}=T_{235}=T_{264}=T_{374}=T_{576}=1 \tag{3.1}
\end{equation*}
$$

(all components not related to these by permutations, vanish).

We can again write the superposition formula in the form (2.6) or (2.7). However, for $G_{2}(\mathbb{C})$ we shall now have

$$
\begin{align*}
& X_{1}, X_{3} \in \mathbb{C}^{3 \times 1}, \quad X_{2} \in \mathbb{C}^{1 \times 1}, \\
& Z_{1}=X_{1} / X_{2}, \quad Z_{2}=X_{3} / X_{2},  \tag{3.2a}\\
& X_{1}^{T} X_{1}+X_{2}^{T} X_{2}+X_{3}^{T} X_{3}=1, \tag{3.2b}
\end{align*}
$$

and the six components ( $Z_{1}, Z_{2}$ ) are all independent.
Each solution of the equation provides six equations for the 14 independent components of $G(t)$. Since we have $3 \times 6>14$, we shall again need at least three solutions to reconstruct $G(t)$ and again three will be sufficient.

## A. The $\mathrm{G}_{\mathbf{2}}(\mathrm{C}) / \mathrm{SL}(3, \mathrm{C})$ equations

## 1. Fundamental set of solutions

We choose the first known solution $u(t)$ to satisfy the initial condition

$$
u(0)=\left(\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0 \tag{3.3}
\end{array}\right)^{T}
$$

[satisfying (3.2b) for $t=0$ and hence for all $t$ ]. The isotropy group of $u(0)$ is characterized by the condition

$$
\begin{equation*}
G u(0)=\lambda u(0), \quad \lambda \in \mathbb{C}, \quad \lambda \neq 0 . \tag{3.4}
\end{equation*}
$$

This implies $g_{i 4}=0$ for $i=1,2,3,5,6,7$. Orthogonality of $G$, i.e., $G^{T} G=I$ further implies $g_{4 i}=0, i=1,2,3,5,6,7$, and $g_{44}^{2}=1$. Invariance of the tensor $T$ can be used to relate columns 5, 6 , and 7 of $G$ to columns $1,2,3$, and 4,

$$
\begin{align*}
& g_{i 5}=-T_{i j k} g_{j 1} g_{k 4}  \tag{3.5}\\
& g_{i 6}=-T_{i j k} g_{j 2} g_{k 4}, \quad g_{i}=-T_{i j k} g_{j 3} g_{k 4}
\end{align*}
$$

Explicitly we find that the general form of an element of the isotropy group of (3.3) is

$$
\begin{align*}
& G=\left(\begin{array}{ccc}
G_{11} & 0 & -g_{44} G_{31} \\
0 & g_{44} & 0 \\
G_{31} & 0 & g_{44} G_{11}
\end{array}\right), \\
& g_{44}= \pm 1,  \tag{3.6}\\
& G_{11}, G_{31} \in \mathrm{C}^{3 \times 3} .
\end{align*}
$$

We choose the second solution to satisfy the initial condition

$$
\begin{align*}
& G=\left(\begin{array}{cccccc}
g_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & g_{22} & -g_{11} g_{44} g_{32} & 0 & 0 & -g_{44} g_{62} \\
0 & g_{32} & g_{11} g_{44} g_{22} & 0 & 0 & -g_{44} g_{72} \\
0 & 0 & 0 & g_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & g_{11} g_{44} & 0 \\
0 & g_{62} & g_{11} g_{44} g_{72} & 0 & 0 & g_{44} g_{22} \\
0 & g_{72} & -g_{11} g_{44} g_{62} & 0 & 0 & g_{44} g_{32} \\
g_{11}^{2}=1, & g_{44}^{2}=1, & \left(g_{44}-g_{11}\right) \cos \alpha=0 .
\end{array} .\right. \tag{3.8}
\end{align*}
$$

$$
\begin{equation*}
v(0)=(\sin \alpha, 0,0, \cos \alpha, 0,0,0)^{T}, \quad 0<\alpha<\pi \tag{3.7}
\end{equation*}
$$

Clearly we have $v(0)^{2}=1, \quad(u(0), v(0))=u(0)^{T} v(0)$ $=\cos \alpha$. The requirement that $G$ in (3.6) should belong to the isotropy group of $v(0)$, as well as of $u(0)$, imposes further restrictions. Thus $G v(0)=\lambda v(0), \lambda \in \mathbb{C}, \lambda \neq 0$ implies

$$
\begin{aligned}
& g_{11}=\lambda, \quad\left(g_{44}-\lambda\right) \cos \alpha=0 \\
& g_{21}=g_{31}=g_{51}=g_{61}=g_{71}=0
\end{aligned}
$$

Orthogonality of $G$ implies

$$
g_{11}^{2}=1, \quad g_{1 i}=0, \quad i=2,3,5,6,7
$$

Further relations are obtained from the invariance of the tensor $T$ :

$$
g_{i}=-T_{i j k} g_{j 5} g_{k 6}
$$

Finally, an element of the simultaneous isotropy group of $u(0)$ and $v(0)$ has the form
$\left.\begin{array}{c}0 \\ -g_{11} g_{72} \\ g_{1} g_{62} \\ 0 \\ 0 \\ -g_{11} g_{32} \\ g_{11} g_{22}\end{array}\right)$,

Thus four elements in the second column, as well as the signs of $g_{11}$ and $g_{44}$, remain to be pinned down. Notice that if we choose $\alpha \neq \pi / 2$, we already have $g_{44}=g_{11}$.

Let us choose a third solution $w(t)$ that satisfies the general initial condition

$$
\begin{align*}
& w(0)=\left(w_{1}(0), w_{2}(0), \ldots, w_{7}(0)\right)^{T} \\
& w(0)^{T} w(0)=1 \tag{3.10}
\end{align*}
$$

We can form four invariants out of the vectors $u(0), v(0)$, and $w(0)$, namely,

$$
\begin{align*}
& (u(0), v(0))=\cos \alpha, \quad(u(0), w(0))=w_{4}(0), \\
& (v(0), w(0))=\sin \alpha w_{1}(0)+\cos \alpha w_{4}(0) \tag{3.11}
\end{align*}
$$

and
$S=T_{i j k} u_{i}(0) v_{j}(0) w_{k}(0)=\sin \alpha w_{5}(0)$.
The requirement that $G$ of (3.8) should stabilize $w(0)$, i.e., $G w(0)=\lambda w(0)$ implies

$$
\begin{align*}
& \left(g_{11}-\lambda\right) w_{1}(0)=0, \quad\left(g_{44}-\lambda\right) w_{4}(0)=0  \tag{3.18}\\
& \left(g_{11} g_{44}-\lambda\right) w_{5}(0)=0 \tag{3.13}
\end{align*}
$$

Thus if we require that

$$
\begin{equation*}
w_{5}(0) \neq 0 \tag{3.14}
\end{equation*}
$$

and that at least two of the relations

$$
\begin{equation*}
w_{1}(0) \neq 0, \quad w_{4}(0) \neq 0, \quad \text { or } \quad \cos \alpha \neq 0 \tag{3.15}
\end{equation*}
$$

hold, we obtain

$$
\begin{equation*}
g_{11}=g_{44}=1=\lambda \tag{3.16}
\end{equation*}
$$

Furthermore, the condition $G w(0)=w(0)$ yields

$$
\begin{align*}
& \left(\begin{array}{rrrr}
w_{3}(0) & w_{2}(0) & w_{7}(0) & -w_{6}(0) \\
w_{2}(0) & -w_{3}(0) & -w_{6}(0) & -w_{7}(0) \\
w_{6}(0) & -w_{7}(0) & w_{2}(0) & w_{3}(0) \\
w_{7}(0) & w_{6}(0) & -w_{3}(0) & w_{2}(0)
\end{array}\right) \\
& \quad\left(\begin{array}{c}
g_{22}-1 \\
g_{32} \\
g_{62} \\
g_{72}
\end{array}\right)=0 . \tag{3.12}
\end{align*}
$$

The determinant of this system is
$D=\left[w_{2}(0)^{2}+w_{3}(0)^{2}+w_{6}(0)^{2}+w_{7}(0)^{2}\right]^{2}$.
If $w(0)$ is such that

$$
\begin{equation*}
D \neq 0, \tag{3.19}
\end{equation*}
$$

then (3.17) implies $g_{22}=1, g_{32}=g_{62}=g_{72}=0$. The iso-
tropy group of $u(0), v(0)$, and $w(0)$ is thus the identity group.

We arrive at the following theorem.
Theorem 3: A fundamental set of solutions of the nonlinear ODE's associated with the action of $G_{2}(\mathbb{C})$ on $\mathrm{G}_{2}(\mathbb{C}) / \mathrm{SL}(3, \mathbb{C})$ consists of three particular solutions $u(t)$, $v(t)$, and $w(t)$. When their initial conditions $u(0), v(0)$, and $w(0)$ are given in homogeneous coordinates, they must, in addition to the obvious conditions $u^{2}=v^{2}=w^{2}=1$, satisfy the following.
(i) At least two of the scalar product $(u, v),(u, w)$, ( $v, w$ ) are nonzero.
(ii) $S=T u v w \neq 0$.
(iii) $1-(u, v)^{2}-(u, w)^{2}-(v, w)^{2}$

$$
+2(u, v)(v, w)(w, u)-S^{2} \neq 0
$$

Comments: (1) Conditions (i)-(iii) are generic ones and they must be imposed on the initial conditions at $t=0$.
(2) Conditions (i) are an invariant formulation of (3.15). Condition (ii) in view of (3.12) assures both $\sin \alpha \neq 0$ and that (3.14) holds [i.e., guarantees that $u(0)$, $v(0)$, and $w(0)$ are linearly independent ]. Condition (iii) is an invariant rewriting of (3.19).
(3) The equations are written in affine coordinates and hence so are the solutions, which have six components. The seventh component in homogeneous coordinates is calculated, up to an irrelevant sign, from the normalization conditions (e.g., $u^{2}=1$ ).
(4) The invariance of the scalar products and $S$ under $G_{2}(\mathbb{C})$ implies that these expressions are time independent, e.g., $S(t)=S(0)$.

## 2. The superposition formula

In this (and only this) case we present the final superposition formula explicitly, though we drop most of the derivation. We choose three particular solutions of the nonlinear ODE's in such a manner as to satisfy the conditions of Theorem 3. These solutions are given in affine coordinates and we denote them as
$\mu(t)=\left(\mu_{i}, \mu_{a}\right)^{T}, \quad v(t)=\left(v_{i}, v_{a}\right)^{T}, \quad \omega(t)=\left(\omega_{i}, \omega_{a}\right)^{T}$,

$$
i=1,2,3, \quad a=5,6,7 . \quad \text { 3.20) }
$$

We define their norm squared by, e.g., $\mu^{2}=\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}+\mu_{5}^{2}+\mu_{6}^{2}+\mu_{7}^{2}$. In homogeneous coordinates we have

$$
\begin{align*}
& u(t)=\left(\begin{array}{c}
\mu_{i} \\
1 \\
\mu_{a}
\end{array}\right) \alpha(t), \quad v(t)=\left(\begin{array}{c}
v_{i} \\
1 \\
v_{a}
\end{array}\right) \beta(t), \\
& w(t)=\left(\begin{array}{c}
\omega_{i} \\
1 \\
\omega_{a}
\end{array}\right) \gamma(t) \tag{3.21}
\end{align*}
$$

where $\alpha, \beta$, and $\gamma$ are not known. We make a specific choice of initial conditions, so as to minimize algebraic complications, namely,
$u(0)=(0001000)^{T}, v(0)=(1 / \sqrt{2})(1001000)^{T}$, $w(0)=\frac{1}{2}(1101100)^{T}$,
satisfying

$$
\begin{equation*}
u(0)^{2}=v(0)^{2}=w(0)^{2}=1 \tag{3.23a}
\end{equation*}
$$

Since relation (3.2a) must hold for all times $t$, we also have $\left(\mu^{2}+1\right) \alpha^{2}=1, \quad\left(\nu^{2}+1\right) \beta^{2}=1, \quad\left(\omega^{2}+1\right) \gamma^{2}=1$.

The superposition formula can be written in affine coordinates as

$$
\begin{aligned}
\xi_{i}= & \frac{\Sigma_{j=1}^{3} g_{i j}(t) \xi_{j}(0)+\Sigma_{a=5}^{7} g_{i a}(t) \eta_{a}(0)+g_{i 4}(t)}{\Sigma_{j=1}^{3} g_{4 j}(t) \xi_{j}(0)+\Sigma_{a=5}^{7} g_{4 a}(t) \eta_{a}(0)+g_{44}(t)}, \\
& i=1,2,3, \\
\eta_{a}= & \frac{\Sigma_{j=1}^{3} g_{a j}(t) \xi_{j}(0)+\Sigma_{b=5}^{7} g_{a b}(t) \eta_{b}(0)+g_{a 4}(t)}{\Sigma_{j=1}^{3} g_{4 j}(t) \xi_{j}(0)+\Sigma_{b=5}^{7} g_{4 b}(t) \eta_{b}(0)+g_{44}(t)}, \\
& \quad a=5,6,7 .
\end{aligned}
$$

Following the outline presented in the Introduction, we obtain

$$
\begin{align*}
g_{\alpha 1}= & \left(\mu^{2}+1\right)^{-1 / 2}\left(\frac{\mu^{2}+1}{\mu \cdot v+1} v_{\alpha}-\mu_{\alpha}\right), \\
g_{\alpha 2}= & \left(\mu^{2}+1\right)^{1 / 2}\left(\frac{1}{\mu \cdot \omega+1} \omega_{\alpha}-\frac{1}{\mu \cdot v+1} v_{\alpha}\right. \\
& \left.+\left(\mu^{2}+1\right)^{-1 / 2} \frac{1}{\mu \cdot v+1} T_{\alpha \beta \gamma} v_{\beta} \mu_{\gamma}\right), \\
g_{\alpha 3}= & \frac{\left(\mu^{2}+1\right)^{1 / 2}}{\mu \cdot v+1} T_{\alpha \rho \sigma} T_{\alpha \beta \gamma} v_{\beta} \mu_{\gamma} \\
& \times\left(\frac{1}{\mu \cdot \omega+1} \omega_{\rho}-\frac{1}{\mu \cdot v+1} v_{\rho}\right) \\
& +\frac{1}{(\mu \cdot v+1)^{2}} T_{\alpha \mu v} T_{v \beta \gamma} T_{\mu \rho \sigma} v_{\beta} v_{\rho} \mu_{\gamma} \mu_{\sigma}, \\
g_{\alpha 4}= & \left(\mu^{2}+1\right)^{-1 / 2} \mu_{\alpha},  \tag{3.25}\\
g_{\alpha 5}= & {[1 /(\mu \cdot v+1)] T_{\alpha \beta \gamma} \mu_{\beta} v_{\gamma}, } \\
g_{\alpha 6}= & \frac{1}{\mu \cdot \omega+1} T_{\alpha \beta \gamma} \mu_{\beta} \omega_{\gamma}+\frac{1}{\mu \cdot v+1} T_{\alpha \beta \gamma} v_{\beta} \mu_{\gamma} \\
& -\left(\mu^{2}+1\right)^{-1 / 2} \frac{1}{\mu \cdot v+1} T_{\alpha \mu \rho} T_{\mu \beta \gamma} v_{\beta} \mu_{\gamma} \mu_{\rho}, \\
g_{\alpha 7}= & -\frac{\mu^{2}+1}{(\mu \cdot v+1)(\mu \cdot \omega+1)} T_{\alpha \beta \gamma} v_{\beta} \omega_{\gamma} \\
& +\frac{1}{\mu \cdot \omega+1} T_{\alpha \beta \gamma} \mu_{\beta} \omega_{\gamma} \\
& -\frac{1}{\mu \cdot v+1} T_{\alpha \beta \gamma} \mu_{\beta} v_{\gamma}-\frac{\left(\mu^{2}+1\right)}{(\mu \cdot v+1)} \\
& \times T_{\alpha \beta \gamma} T_{\gamma \rho \sigma}\left(\frac{\mu^{2}+1}{\mu \cdot v+1} v_{\beta}-\mu_{\beta}\right) v_{\rho} \mu_{\sigma} \\
&
\end{align*}
$$

## B. The $\mathbf{G}_{2}^{\mathbf{C}}(\mathbb{R}) / \operatorname{SU}(3)$ equations

The equations, solutions, and superposition formulas coincide with those given above for $G_{2}(\mathbb{C}) / S L(3, \mathbb{C})$, except that all entries are real [in the superposition formulas (3.24), etc.].

## C. The $G_{2}^{N C}(\mathbb{R}) / S L(3, \mathbb{R})$ equations

Instead of the metric given by the identity matrix $I_{7}$, we use the metric $I_{4,3}=\operatorname{diag}(1,1,1,1,-1,-1,-1$,$) . We$ must hence transform the $G_{2}$ invariant tensor $T$. Within $\mathrm{G}_{2}(\mathbb{C})$ the appropriate transformation is

$$
\begin{align*}
I_{4,3}=H^{T} I_{7} H, \quad T^{\prime}= & H^{-1} T H H \\
& H=\operatorname{diag}(1,1,1,1, i, i, i) \tag{3.26}
\end{align*}
$$

Introducing the matrices $T_{i}=-T_{i} \in \mathbb{C}^{7 \times 7}$, such that $\left(T_{i}\right)_{j k}=T_{i j k},(i, j, k=1, \ldots, 7)$, we find that (3.26) implies $T_{j}^{\prime}=i T_{j}$ for $j=1,2,3,4$ and $T_{k}^{\prime}=-i I_{4,3} T_{k}(k=5,6,7)$. For $G_{2}^{N \mathrm{C}}(\mathbb{R})$ it is preferable to use a real tensor, so we put $T^{\prime \prime}=-i T^{\prime}$, and obtain
$T_{j}^{\prime \prime}=T_{j}, \quad j=1, \ldots, 4, \quad T_{k}^{\prime \prime}=-I_{4,3} T_{k} \quad(k=5,6,7)$.
All the results obtained for $\mathrm{G}_{2}(\mathbb{C}) / \mathrm{SL}(3, \mathbb{C})$ can now be carried over to $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SL}(3, \mathbb{R})$, except that the equations, solutions, and matrix elements $g_{i k}$ are now real. All scalar products must be interpreted in terms of the appropriate metric, e.g., $(\mu, v)=\mu_{1} v_{1}+\mu_{2} v_{2}+\mu_{3} v_{3}-\mu_{5} v_{5}-\mu_{6} v_{6}$ $-\mu_{7} v_{7}$ and the tensor $T$ is replaced by $T^{\prime \prime}$ as in (3.27). The three fundamental solutions can be chosen as in (3.20) and (3.21) [i.e., we have, e.g., $u^{2}(t)=1$ ].

## D. The $\mathbf{G}_{2}^{\mathbf{N C}}(\mathbb{R}) / \mathbf{S U}(\mathbf{2}, 1)$ equations

The group $\operatorname{SU}(2,1)$ leaves a negative length vector in $\mathbb{R}^{7 \times 1}$ invariant, hence $G_{2}^{N C}(\mathbb{R}) / S U(2,1)$ is realized, in homogeneous coordinates, in terms of vectors $x \in \mathbb{R}^{7 \times 1}$, satisfying, e.g., $x^{2}=x^{T} I_{4.3} x=-1$. The fundamental set of solutions must be chosen appropriately. Without proof we state the theorem that is an adaptation of Theorem 3 and is proved in a similar manner.

Theorem 4: A fundamental set of solutions of the nonlinear ODE's associated with the action of $G_{2}^{\mathrm{NC}}(\mathbb{R})$ on $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) / \mathrm{SU}(2,1)$ consists of three particular solutions $u(t), v(t)$, and $w(t)$. In homogeneous coordinates we choose the initial conditions to satisfy $u^{2}=v^{2}=w^{2}=-1$, and the following invariant conditions.
(i) At least two of the scalar products $(u, v),(u, w)$, and ( $v, w$ ) are nonvanishing.
(ii) $S=T^{\prime \prime}\left(I_{4,3} u\right) v w \neq 0$.
(iii) $-1+(u, v)^{2}+(u, w)^{2}+(v, w)^{2}$

$$
+2(u, v)(u, w)(v, w)+S^{2} \neq 0
$$

An example of a suitable choice replacing (3.22) is

$$
\begin{align*}
& u(0)=(0000001)^{T} \\
& v(0)=(1 / \sqrt{2})(0000101)^{T}  \tag{3.28}\\
& w(0)=\frac{1}{2}(1000111)^{T}
\end{align*}
$$

The superposition formula can be derived in exactly the same manner as in the complex case and will be very similar. We do not present it here.

## IV. SUPERPOSITION FORMULAS RELATED TO MAXIMAL SEMISIMPLE SUBGROUPS

The spaces to be considered in this section are $\mathrm{G}_{2}(\mathbb{C}) /[\mathrm{SL}(2, \mathbb{C}) \times \operatorname{SL}(2, \mathbb{C})], \mathrm{G}_{2}^{\mathrm{C}}(\mathbb{R}) /[\mathrm{SU}(2) \times \mathrm{SU}(2)]$,
$\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) /[\mathrm{SU}(2) \times \operatorname{SU}(2)], \quad$ and $\quad \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) /[\mathrm{SU}(1,1)$ $\times \operatorname{SU}(1,1)]$. We make use of the metric $I_{7}$ in the first two cases, $I_{4,3}$ in the last two. The dimension of these spaces is $d=8$ (complex in the first case, real in the other three). We are hence dealing with eight equations and each solution has eight independent components. Since we have $2 \times 8>14$, two solutions provide more than enough equations for $g_{i k}(t)$. We shall show that in this case a fundamental set of solutions consists of just two solutions.

In homogeneous coordinates each solution is written as a "trivector" $u \in F^{7 \times 3}(F=\mathbb{C}$ or $F=\mathbb{R})$ :

$$
\begin{align*}
u= & \left(\begin{array}{l}
X_{1} \\
X_{2} \\
X_{3}
\end{array}\right) \\
& u \sim \tilde{u}=u H, \quad H \in \operatorname{GL}(3, F), \quad X_{1} X_{3} \in F^{3 \times 3}, \quad X_{2} \in F^{1 \times 3}, \tag{4.1}
\end{align*}
$$

where $u$ and $\tilde{u}$ represent the same point in the homogeneous space. The redundancy inherent in (4.1) is removed by using affine coordinates

$$
\begin{equation*}
W_{1}=X_{1} X_{3}^{-1}, \quad W_{2}=X_{2} X_{3}^{-1} \tag{4.2}
\end{equation*}
$$

We can choose the normalization to be such that we have $u^{T} u=I$, i.e.,

$$
\begin{equation*}
X_{1}^{T} X_{1}+X_{2}^{T} X_{2}+X_{3}^{T} X_{3}=I_{3} \tag{4.3}
\end{equation*}
$$

## A. The $\mathbf{G}_{\mathbf{2}}(\mathrm{C}) /[\mathrm{SL}(2, \mathrm{C}) \times \mathbf{S L}(2, \mathrm{C})]$ equations

## 1. A fundamental set of solutions

With no loss of generality we choose the first known solution $u(t)$ to satisfy the initial condition

$$
u(0)=\left(\begin{array}{l}
0  \tag{4.4}\\
0 \\
I_{3}
\end{array}\right)
$$

satisfying (4.3). We write an element of $G_{2}(\mathbb{C})$ in the form

$$
\begin{align*}
G= & \left(\begin{array}{lll}
G_{11} & G_{12} & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{array}\right), \\
& G_{11}, G_{13}, G_{31}, G_{33} \in \mathbb{C}^{3 \times 3}, \quad G_{12}, G_{32}, G_{21}^{T}, G_{23}^{T} \in \mathbb{C}^{3 \times 1}, \\
& G_{22} \equiv g_{44} \in \mathbb{C} . \tag{4.5}
\end{align*}
$$

We shall also use the notation

$$
\begin{equation*}
G=\left\{g_{i k}\right\}, \quad i, k=1, \ldots, 7 \tag{4.6}
\end{equation*}
$$

thus, e.g., the matrix elements of $G_{13}$ are $g_{i k}$ with $i=1,2,3$, $k=5,6,7$.

The isotropy group of $u(0)$ consists of matrices $\mathrm{G} \in \mathrm{G}_{2}(\mathbb{C})$ satisfying

$$
\begin{equation*}
G u(0)=u(0) H, \quad H \in G L(3, \mathbb{C}) \tag{4.7}
\end{equation*}
$$

which implies

$$
G_{13}=0, \quad G_{23}=0, \quad H=G_{33} .
$$

Orthogonality $G^{T} G=I_{7}$ further implies
$G_{31}=0, \quad G_{32}=0$,
$G_{11}^{T} G_{11}+G_{21}^{T} G_{21}=I_{3}, \quad G_{12}^{T} G_{12}+G_{22}^{T} G_{22}=1$,
$G_{11}^{T} G_{22}+G_{12}^{T} G_{12}=0, \quad G_{33}^{T} G_{33}=I_{3}$.

The invariance of tensor $T$ makes it possible to express columns 1,2 , and 3 in terms of columns 4, 5, 6, and 7:

$$
\begin{align*}
& g_{a 1}=-T_{a e f} g_{e 4} g_{f 5} \\
& g_{a 2}=-T_{a e f} g_{e 4} g_{f 6}, \quad g_{a 3}=-T_{a e f} g_{e 4} g_{f 7} \tag{4.10}
\end{align*}
$$

Using (3.1) to make (4.10) explicit, we find that the isotropy group of $u(0)$ in (4.4) consists of matrices of the form

$$
G=\left(\begin{array}{ccc}
\left(g_{44} I_{3}-R\right) G_{33} & G_{12} & 0  \tag{4.11a}\\
-G_{12}^{T} G_{33} & g_{44} & 0 \\
0 & 0 & G_{33}
\end{array}\right),
$$

with

$$
\begin{align*}
R= & \left(\begin{array}{ccc}
0 & g_{34} & -g_{24} \\
-g_{34} & 0 & g_{14} \\
g_{24} & -g_{14} & 0
\end{array}\right), \\
& G_{12}^{T} G_{12}+g_{44}^{2}=1, \quad G_{33}^{T} G_{33}=I_{3} . \tag{4.11b}
\end{align*}
$$

Thus $G$ depends on six independent parameters: three in $G_{33}$, three in $G_{12}$.

We take the initial data for the second solution $v(t)$ in the form

$$
\begin{align*}
v(0)= & \left(\begin{array}{c}
X \\
0 \\
Y
\end{array}\right), \\
& v^{T}(0) v(0)=I_{3}, \quad \operatorname{det} Y \neq 0, \\
& X, Y \in \mathbb{C}^{3 \times 3}, \quad \operatorname{det} X \neq 0 . \tag{4.12}
\end{align*}
$$

The joint isotropy group of $u(0)$ and $v(0)$ consists of matrices of the form (4.11) satisfying $G v(0)=v(0) H$, $H \in G L(3, C)$, i.e., such that

$$
\begin{align*}
& \left(g_{44} I_{3}-R\right) G_{33} X^{\prime}=X^{\prime} G_{33} \\
& X^{\prime}=X Y^{-1}, \quad G_{12}^{T} G_{33} X^{\prime}=0 \tag{4.13}
\end{align*}
$$

From (4.13) we find $G_{12}=0$ and thus

$$
\begin{equation*}
G_{12}=0, \quad R=0, \quad g_{44}=1 \tag{4.14}
\end{equation*}
$$

The as yet unspecified orthogonal matrix $G_{33}$ satisfies

$$
\begin{equation*}
G_{33} X^{\prime}=X^{\prime} G_{33} \tag{4.15}
\end{equation*}
$$

Let us now decompose $X^{\prime}$ into its symmetric and antisymmetric parts,

$$
\begin{equation*}
X^{\prime}=S+A, \quad S=S^{T}, \quad A=-A^{T} \tag{4.16}
\end{equation*}
$$

where, with no loss of generality, we can assume that $S$ is diagonal. If all three eigenvalues of $S$ are different and if at least two of the matrix elements $a_{12}, a_{13}, a_{23}$ of $A$ are nonzero, then (4.15) implies

$$
\begin{equation*}
\mathrm{G}_{33}=\lambda I_{3}, \quad \lambda= \pm 1 \tag{4.17}
\end{equation*}
$$

By continuity we can impose $\lambda=1$, and thus the isotropy group of the two initial data trivectors $u(0)$ and $v(0)$ is the identity group.

We thus arrive at the following theorem.
Theorem 5: A fundamental set of solutions of the nonlinear ODE's associated with the action of $G_{2}(\mathbb{C})$ on $\mathrm{G}_{2}(\mathbb{C}) /[\mathrm{SL}(2, \mathrm{C}) \otimes \mathrm{SL}(2, \mathrm{C})]$ consists of two solutions $u(t)$ and $v(t)$, satisfying certain independence conditions. In homogeneous coordinates the two solutions can be chosen to correspond to the initial conditions
$u(0)=\left(\begin{array}{l}0 \\ 0 \\ I_{3}\end{array}\right), \quad v(0)=\left(\begin{array}{c}X \\ 0 \\ Y\end{array}\right)$,

$$
\begin{equation*}
X, Y \in \mathbb{C}^{3 \times 3}, \quad \operatorname{det} X \neq 0, \quad \operatorname{det} Y \neq 0 \tag{4.18}
\end{equation*}
$$

$X Y^{-1}=\left(\begin{array}{rrr}\lambda_{1} & \alpha & \beta \\ -\alpha & \lambda_{2} & \gamma \\ -\beta & -\gamma & \lambda_{3}\end{array}\right), \quad X^{T} X+Y^{T} Y=I_{3}$,
where at least two of the numbers $\alpha, \beta, \gamma$ are nonzero and $\lambda_{1} \neq \lambda_{2} \neq \lambda_{3} \neq \lambda_{1}$.

Comments: (i) The initial conditions (4.18) are not the most general ones possible for a fundamental set of solutions. A trivial generalization is obtained by applying an arbitrary constant $G_{2}(\mathbb{C})$ transformation to $u(0)$ and $v(0)$ as given in (4.18).
(ii) The conditions on $u(0)$ and $v(0)$ could be formulated in an invariant manner, e.g., by requiring $u^{T} u=v^{T} v=I$, det $u^{T} v \neq 0$ and imposing conditions on the quantity $S_{a, i k}=T_{a b c} u_{b i} u_{c k}(a, b, c=1, \ldots, 7 ; i, k=1,2,3)$, but we shall not go into this here.

## 2. The superposition formula

The superposition formula, in terms of affine coordinates, is

$$
\begin{align*}
W_{1}(t)= & {\left[G_{11} W_{1}(0)+G_{12} W_{2}(0)+G_{13}\right] } \\
& \times\left[G_{31} W_{1}(0)+G_{32} W_{2}(0)+G_{33}\right]^{-1} \\
W_{2}(t)= & {\left[G_{21} W_{1}(0)+G_{22} W_{2}(0)+G_{23}\right] }  \tag{4.19}\\
& \times\left[G_{31} W_{1}(0)+G_{32} W_{2}(0)+G_{33}\right]^{-1}
\end{align*}
$$

where the $G_{i k}$ are as in (4.5). The constant matrices $W_{1}(0)$, $W_{2}(0)$ in (4.19) provide the initial conditions of Theorem 5.

The reconstruction of the elements of $G_{i k}(t)$ follows the outline presented in the Introduction. In fact, using the two particular solutions $W_{1}(t)$ and $W_{2}(t)$, orthogonality and invariance of the tensor $T$, all the submatrices $G_{i k}$ can be expressed linearly in terms of $G_{33}(t)$. The equation satisfied by $G_{33}(t)$ is of the form

$$
\begin{equation*}
G_{33} W_{2}(0) G_{33}^{-1}=Y, \tag{4.20}
\end{equation*}
$$

where $Y$ is completely known in terms of the particular solutions and can be solved to determine uniquely $G_{33}$ by using the condition $G_{33}(0)=I_{3}$. For details see again Ref. 18.

## B. Discussion of the real cases

The equations related to the compact space $G_{2}^{C}(\mathbb{R}) /[S U(2) \times S U(2)]$ coincide with those for the complex case, except that all coefficients and solutions are real. The same holds for the superposition formulas: they coincide with (4.20).

The $\mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R}) /[\mathrm{SU}(2) \times \mathrm{SU}(2)]$ equations require a very slight modification with the respect to the complex case: the tensor $T$ should be replaced by $T^{\prime \prime}$ as in (3.27), $I_{7}$ by $I_{4,3}$.

The $G_{2}^{N C}(\mathbb{R}) /[\operatorname{SU}(1,1) \times \operatorname{SU}(1,1)]$ case is somewhat different, in that homogeneous coordinates are introduced as

$$
\begin{aligned}
u= & \left(\begin{array}{l}
X_{1} \\
Y_{1} \\
X_{2} \\
Y_{2}
\end{array}\right), \\
& \quad X_{1}, X_{2}, Y_{1} \in \mathbb{R}^{2 \times 3}, \quad Y_{2} \in \mathbb{R}^{1 \times 3}, \quad u^{T} u=I_{2,1}, \\
Y & =\binom{Y_{1}}{Y_{2}} .
\end{aligned}
$$

Affine coordinates are

$$
\begin{equation*}
W_{1}=X_{1} Y^{-1}, \quad W_{2}=X_{2} Y^{-1}, \quad \operatorname{det} Y \neq 0 \tag{4.22}
\end{equation*}
$$

Again the tensor $T^{\prime \prime}$ is used instead of $T$, the metric is $I_{4,3}$. The reconstruction of the group element $G \in \mathrm{G}_{2}^{\mathrm{NC}}(\mathbb{R})$ must take the different subdivision of $u$ into account, but proceeds along lines analogous to the complex case.

## v. CONCLUSIONS

One conclusion to be drawn from this paper is that methods developed for obtaining nonlinear ODE's with superposition formulas, as well as the superposition formulas themselves, can be generalized from the classical Lie groups, to the exceptional simple Lie groups. In the present series we have treated the exceptional group $G_{2}(\mathbb{C})$ as well as its two real forms, $G_{2}^{C}(\mathbb{R})$ and $G_{2}^{N C}(\mathbb{R})$. The ODE's correspond to the action of the group $G_{2}$ on $G_{2} / G$, where $G$ is some maximal subgroup of $G_{2}$. If $G$ is parabolic or simple, the superposition formulas uses three particular solutions to express the general one. If $G$ is semisimple, but not simple, two particular solutions suffice.

In our overall discussion of nonlinear ODE's with superposition formulas, some results are basis independent, others depend on a choice of coordinates. If we are given a system of equations of the type (1.3), we can immediately read off the vector fields $X_{k}$ of (1.4) and determine whether they generate a finite dimensional Lie algebra. If they do, then this algebra $L$ is determined in a nonambiguous manner, as is the subalgebra $L_{0}$ of vector fields vanishing at some chosen origin. The Lie algebras $L$ and $L_{0}$ then determine the Lie groups $G$ and $G_{0} \subset G$, which completely specify the manifold $M \sim G / G_{0}$ and the action (1.5) of $G$ and $M$.

Our approach is a complementary one. We choose a pair of Lie algebras $L$ and $L_{0}$ such that they determine a transitive primitive Lie algebra, in order to obtain an indecomposable system of equations. ${ }^{4}$ Once the choice is made the groups $G$ and $G_{0}$, as well as the homogeneous space $M \sim G / G_{0}$, are completely determined. This determines the number of equations $n=\operatorname{dim} G-\operatorname{dim} G_{0}$. The number of solutions $m$ that constitute a fundamental set is also invariantly defined.

The actual form of the considered equations depends on a choice of coordinates in $M$, and is highly nonunique. To see this, let $G$ be $\operatorname{SL}(2, \mathbb{R})$ and $G_{0}$ its two-dimensional affine subgroup. The usual coordinates on $G / G_{0}$ in this case lead to the vector fields

$$
\left\{\frac{d}{d y}, y \frac{d}{d y}, y^{2} \frac{d}{d y}\right\}
$$

and hence to the Riccati equation

$$
\dot{y}(t)=Z_{1}(t)+Z_{2}(t) y+Z_{3}(t) y^{2} .
$$

This equation represents an infinite class of equations, associated with the same $G / G_{0}$ and obtained by putting $y=\phi(u)$, where $\phi$ is any locally invertible function. For instance, choosing $y=\tan (u / 2)$, we obtain a "disguised" Riccati equation

$$
\dot{u}(t)=Z_{1}+Z_{3}+\left(Z_{1}-Z_{3}\right) \cos u+Z_{2} \sin u .
$$

Similarly, each of the equations treated in this series, where we put $G=G_{2}$ and $G_{0}$ runs through maximal subgroups of $\mathrm{G}_{2}$, represents an infinite class of equations, each member of which corresponds to a chosen coordinate system.

A final comment is that for $G_{2}(\mathbb{C})$ we have discussed four nonequivalent systems of equations, namely, (2.11), (2.22), (3.9), and (4.7) of II (with constraints discussed in II). The equations corresponding to the maximal parabolic subalgebra $P_{\alpha_{1}}$ have quadratic nonlinearities and are a special case of equations associated with the space $O(7, C) / \operatorname{SIM}(5, \mathbb{C})$, where $\operatorname{SIM}(5, \mathbb{C})$ is a maximal parabolic subalgebra of $O(7, C)$ (see I and II). However, for the general $O(7, C)$ equations we would need six solutions to obtain a superposition formula, whereas for $G_{2}$ we need only three.

The $\mathrm{G}_{2}(\mathbb{C}) / P_{\alpha_{2}}$ equations have quartic nonlinearities whereas the corresponding $\mathrm{O}(7, \mathrm{C}) / \mathrm{OPT}(5, \mathbb{C})$ equations have quadratic ones. Moreover, the number of equations is five and seven, respectively.

The $G_{2}(\mathbb{C}) / S L(3, \mathbb{C})$ equations have quadratic nonlinearities and are a special case of $O(7, C) / O(6, C)$ equations, which are in turn a special case of projective Riccati equations for $\operatorname{SL}(7, \mathbb{C}) / \operatorname{Aff}(n, \mathbb{C})$. The number of solutions in a fundamental set is $m=7, m=4$, and $m=3$ for $\operatorname{SL}(7, \mathbb{C})$, $\mathrm{O}(7, \mathbb{C})$, and $\mathrm{G}_{2}(\mathbb{C})$, respectively.

Finally, for $G_{2}(\mathbb{C}) /[\operatorname{SL}(2, \mathbb{C}) \otimes \operatorname{SL}(2, \mathbb{C})]$ we have eight equations with nonpolynomial nonlinearities. The embedding into $\mathrm{O}(7, \mathrm{C})$ gives 12 equations, associated with the space $O(7, \mathbb{C}) /[O(4, \mathbb{C}) \otimes O(3, \mathbb{C})]$, and the nonlinearities are quadratic.
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#### Abstract

In the paper, first-order partial differential equations are studied on superspace; the key point is the use of a suitable generalization of the Cartan-Kähler integration theorem on superspace. By means of this result, it is possible to investigate the characteristic fields and the structure of the solutions.


## I. INTRODUCTION

The aim of this contribution is, first of all, to show how the Cartan-Kähler integration theorem ${ }^{1}$ can be useful in studying particular topics in the framework of supermanifold theory.

Among these, we mention the problem of partial differential equations on superspace (we say superspace since the treatment is essentially local). On the other hand, since the Cartan-Kähler integration theorem is well suited to study the extensions of an integral manifold to another one of greater dimension, we see applications to the so-called rheonomy problem. ${ }^{2}$ Finally, in this framework we can study initial data problems, thus proceeding toward the characterization of an evolution problem in some generalized sense.

As a final remark, we wish to point out that the techniques studied here for first-order partial differential equations can be fruitfully used for a large class of physically interesting systems of partial differential equations.

The main techniques used to study such superspace problems are essentially the following.
(a) The superfield expansion in powers of the odd $\theta$ coordinates is

$$
\begin{aligned}
f(x, \theta) & =\sum_{\mu} f_{\mu}(x) \theta^{\mu} \\
& =f_{\phi}(x)+f_{(1)}(x) \theta^{\prime}+\cdots+f_{(1, \ldots, n)} \theta^{\prime} \cdots \theta^{n}
\end{aligned}
$$

This technique, by transforming the problem of finding a superspace function into one of determining a set of functions of even coordinates, is very powerful, but it only partially solves our problem and does not clarify the structure of the solutions.
(b) There are Banach analysis techniques that are specialized by taking into account the structure of the sheaf of supersmooth functions; in this framework we find the generalized version of the Frobenius theorem. ${ }^{3}$ These results are applicable only in same cases.
(c) Finally, in this paper we show how a suitable generalization of the Cartan-Kähler integration theorem ${ }^{4}$ can be used for this scope.

Let us sum up the main advantages of this last technique.
(i) The method is of practical use. The solutions are
explicitly found by using the Cauchy-Kowalewsky theorem; this technique requires only the existence of algebraic operations already well defined in view of the Banach algebra structure of the ground exterior algebra of the superspace.
(ii) There is a deep linkage with the problem of extending a given integral manifold to another of greater dimension; this result thus furnishes a generalization of the Cauchy evolution problem.
(iii) Following this method one can try to extend the remarkable theory of Guillemin for an overdetermined differential system. ${ }^{5}$ Briefly, this author was able to decompose a system of partial differential equations into (under)determined operators that satisfy suitable commutation relations; the so-called Guillemin's normal form arises.

Further results on this topic were obtained by Goldschmidt, Quillen, Spencer, and Sternberg. A very good definition of characteristic vectors for differential systems was given. Even though in this paper we shall consider only firstorder partial differential equations, this fact is also very useful in supermanifold theory. ${ }^{5}$

The limits of this analysis are (i) only the local behavior of the solutions can be studied; (ii) we are not able to exit from the framework of superanalytic functions [however, recent developments in this direction seem to give ideas for solving this problem (Yang ${ }^{5}$ )]; (iii) it is often difficult to get an explicit formula for the complete integral; and (iv) there are cases in which the Cartan-Kähler theorem cannot be applied; these, of course, cannot be discussed.

Concerning the definition of superspace, in this paper we use an infinitely generated exterior algebra, namely a Banach Grassmann algebra $Q,{ }^{6}$ playing the role of the basic structure to construct the superspace. This algebra is a real, $Z_{2}$-graded commutative Banach algebra $Q$ satisfying the following properties.
(a) Given $Q=Q_{0} \oplus Q_{1}$ with $Q_{0}=\mathbf{R} \oplus Q_{0}^{\prime}$; denote by $\sigma$ : $Q_{0} \rightarrow \mathbf{R}$ the body map.
(b) For each continuous $Q_{0}$ linear map $f: Q_{r} \rightarrow Q_{s}$ there exists a unique element $v \in Q_{r+s}$ such that $f(u)=v u$, for all $u \in Q_{r}$.

These properties are satisfied by $B^{\infty}$, the inductive limit for $L \rightarrow \infty$ of the Grassman algebras $B^{L}$ over $\mathbf{R}^{L}$.

Now we construct the vector superspace, vss for short, as the Banach $Q_{0}$ module $Q^{m, n}=\left(Q_{0}\right)^{m} \times\left(Q_{1}\right)^{n}$. Even if we are not interested in a complete construction of supermani-
folds we have to specify the sheaf of functions we shall consider. A function $f: Q^{m, n} \rightarrow Q^{m, n}$ will be called supersmooth if it is $C^{\infty}$ and if its Fréchet differential is $Q_{0}$ linear:

$$
D f_{x}(p h)=p D f_{x}(h)
$$

for each $x \in Q^{m, n}, h \in Q^{m, n}$, and $p \in Q_{0}$.
A supersmooth function is called superanalytic (sa for short) if it is analytic, too. A vector $x \in Q^{m, m}$ will be denoted with $\quad x=x^{A}=\left(x^{i}, \theta^{\alpha}\right), \quad i=1, \ldots, m, \quad \alpha=1, \ldots, n, \quad A$ $=1, \ldots, m+n$. In the literature there are different definitions of superspace ${ }^{7}$ related to different choices of the algebra $Q$ and of the sheaf of functions used. In my opinion, the results obtained here would also be true when adopting these different definitions.

## II. THE MAIN THEOREMS

First of all, analyze the problem in the classical framework of real analysis. Consider the following first-order differential equation on a real $n$-dimensional vector space $\mathbf{V}$ :

$$
\begin{equation*}
F\left(x^{i}, \phi, \frac{\partial \phi}{\partial x^{i}}\right)=0, \quad i=1, \ldots, n . \tag{2.1}
\end{equation*}
$$

Following Cartan we construct the differentiable ideal $I$ :

$$
\begin{align*}
& F\left(x^{i}, \phi, p_{i}\right)=0 \\
& d x^{i} \frac{\partial F}{\partial x^{i}}+d \phi \frac{\partial F}{\partial \phi}+d p_{i} \frac{\partial F}{\partial p_{i}}=0  \tag{2.2}\\
& d \phi-d x^{i} p_{i}=0, \quad d x^{i} \wedge d p_{i}=0
\end{align*}
$$

We have considered both zero-forms $\omega^{(0)}$, one-forms $\omega^{(1)}$, and two-forms $\omega^{(2)}$ on the vector bundle $\pi: E \rightarrow \mathrm{~V}$ whose standard fiber $\pi^{-1}\left(x^{i}\right)$ is isomorphic to $\mathbf{R} \times \mathbf{V}^{*}$.

Definition 2.1: A solution of the differential ideal $I$ is a section $\Gamma$ of $E$ satisfying $\Gamma^{*} I=0$.

Let $\pi_{s}: S \rightarrow \mathrm{U}$ be a reduced vector subbundle of $\pi: E \rightarrow \mathrm{~V}$ with the same standard fiber $\mathbf{R} \times \mathbf{V}$. Also let $u=\operatorname{dim} \mathbf{U}$, and let $i: S \rightarrow E$ and $i^{\prime}: \mathbf{U} \rightarrow \mathbf{V}$ be the related homomorphisms.

Definition 2.2: A $u$-dimensional integral manifold of the differentiable ideal $I$ is a section $\sigma$ of the vector subbundle $S$ s.t. $\sigma^{*} i^{*} I=0$.

Let us sum up the main ideas of Cartan's technique by means of the following steps.

Step 1: Choose a point $q \in E$ such that $F(q)=0$ and where the rank $s_{0}$ of the algebraic system $\omega^{(1)}$ is locally constant. Then determine a vector $v \in T_{q} E$,

$$
\mathbf{v}=\left(a^{i} \frac{\partial}{\partial x^{i}}+b \frac{\partial}{\partial \phi}+c_{i} \frac{\partial}{\partial p_{i}}\right)_{q}
$$

satisfying the algebraic system $v\rfloor \omega^{(1)}=0$. The related representative matrix $A$ is

$$
A=\left(\begin{array}{ccc}
-p_{i} & 1 & 0 \\
\partial F / \partial x^{i}+p_{i} \partial F / \partial \phi & 0 & \partial F / \partial p^{i}
\end{array}\right) .
$$

Let $s_{0}(q)$ be the rank of $A$ and $s_{0}^{\prime}(q)$ be the rank of the incomplete $A$ matrix, that is, the matrix $A$ ' obtained by erasing the first $n$ columns:

$$
A^{\prime}=\left(\begin{array}{cc}
1 & 0 \\
0 & \partial F / \partial p^{i}
\end{array}\right) .
$$

Now, we can find the vector v with arbitrary components $\pi_{*} \mathbf{v} \in T_{\pi(q)} \mathbf{V}$ if $s_{0}(q)=s_{0}^{\prime}(q) \leqslant \operatorname{dim} E-1$. If, furthermore, such ranks are locally constant, then there exists a one-dimensional integral manifold $i_{1}(s)$ of $I$ s.t. $i(0)=q$ and $(d /$ $d s)\left.i_{1}(s)\right|_{s=0}=v$.

Step 2: Find a vector $u \in T_{q} E$ solving the polar system

$$
\begin{equation*}
\left.\left.\mathbf{u}\lrcorner \omega^{(1)}=0, \quad \mathbf{u}\right\lrcorner(\mathbf{v}\lrcorner \omega^{(2)}\right)=0 . \tag{2.3}
\end{equation*}
$$

Let $s_{0}(q)+s_{1}(q, v)$ and $s_{0}^{\prime}(q)+s_{1}^{\prime}(q, v)$ be the ranks of the related matrices $A_{1}$ and $A_{1}^{\prime}$, respectively; then

$$
\begin{aligned}
A_{1} & =\left(\begin{array}{ccc}
-p_{i} & 1 & 0 \\
\partial F / \partial x^{i}+p_{i} \partial F / \partial \phi & 0 & \partial F / \partial p^{i} \\
c_{i} & 0 & -a_{i}
\end{array}\right), \\
A_{i}^{\prime} & =\left(\begin{array}{cc}
1 & 0 \\
0 & \partial F / \partial p^{i} \\
0 & -a_{i}
\end{array}\right) .
\end{aligned}
$$

We find the vector $u$ if $s_{0}+s_{1}=s_{0}^{\prime}+s_{1}^{\prime} \leqslant \operatorname{dim} E-2$. If, furthermore, the integral element $\mathbf{u} \wedge \mathbf{v}$ is regular (see 2.4), then there exists a two-dimensional integral manifold $i_{2}(s, t)$ s.t. equations

$$
i_{2}(s, 0)=i_{1}(s),\left.\quad \frac{d}{d t} i_{2}(s, t)\right|_{s=0, t=0}=\mathbf{u} \text { hold. }
$$

Definition 2.3: A point $q \in E$ is called a zero-dimensional integral element if $F(q)=0$. A $k$-dimensional plane $\Sigma_{k}=\left(q, \mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}\right), q \in E, \mathbf{u}_{i} \in T_{q} E, 1 \leqslant i \leqslant k$, is called a $k$ dimensional integral element if (i) $F(q)=0$, (ii) $\mathbf{u}_{i} \downharpoonleft \omega^{(1)}$ $=0$, (iii) $\left.\mathbf{u}_{i} \wedge \mathbf{u}_{j}\right\lrcorner \omega^{(2)}=0$, for all $i, j=1, \ldots, k$.

Denote by $O^{k}(q)$ the set of $k$-dimensional integral elements.

Definition 2.4: A $k$-dimensional integral element $\Sigma_{k}$ is called regular if: (i) for $k=0, q=\Sigma_{0}$ has a neighborhood $N$ s.t. $s_{0}$ is constant in $N \cap O^{0}(N)$; and (ii) for $k \geqslant 1$, $s_{0}(x)+s_{1}\left(x, \mathbf{v}_{1}\right)+\cdots+s_{k}\left(x, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$ is locally constant in a suitable neighborhood of $\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right) \cap O^{k}(q)$ and $\Sigma_{k}$ contains at least one regular ( $k-1$ )-dimensional integral element.

A $k$-dimensional integral element $\Sigma_{k}$ is called ordinary if it contains at least one ( $k-1$ )-dimensional regular element.

Denote $R^{k}(q)$ the set of $k$-dimensional regular integral elements in $q \in E$.

Remark ${ }^{8,9}$ : It is easy to show that the vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ give rise to a regular integral element if $s\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{r}\right)$, $1 \leqslant r \leqslant k$, are chosen s.t. $s_{0}(q), s_{1}\left(q, \mathbf{u}_{1}\right), \ldots, s_{r}\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{r}\right)$ assuming the maximum values in $O^{r}(q)$.

Definition 2.5: A differential system is called involutive if it admits an ordinary integral element $\Sigma_{m}$ for which $\pi_{*} \Sigma_{m}=T_{\pi q} M$.

In other words, the equations yielding the ordinary element $\Sigma_{m}=\left(q, \mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{m}\right)$ do not give any constraints between the $\left.u_{i}\right\lrcorner d x^{k}, i, k=1, \ldots, m$, components. This is true if, by denoting with $s_{0}^{\prime}(q), s_{1}^{\prime}\left(q, \mathbf{u}_{1}\right), \ldots$ the reduced characters, we have $s_{r}\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{r}\right)=s_{r}^{\prime}\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{r}\right)$, for $0 \leqslant r \leqslant n-1$.

In this paper no study will be done to understand if a
given system is involutive or not. ${ }^{1,5}$
The procedure of Steps 1 and 2 can be iterated.
Theorem 2.1 (Cartan-Kähler theorem): Given an analytic differential system, a $k$-dimensional analytic integral manifold $N_{k}$ and a point $q \in N_{k}$ s.t. the integral element $\Sigma_{k}$ $=T_{q} N_{k}$ is regular, if $s_{0}=s_{0}^{\prime}, \ldots, s_{k}=s_{k}^{\prime}$ and $s_{0}+s_{1}$ $+\cdots+s_{k} \leqslant \operatorname{dim} E-(k+1)$, then there exists, in a neighborhood of $q$, a ( $k+1$ )-dimensional integral manifold $N_{k+1}$ s.t. $N_{k} \subset N_{k+1}$.

The condition on the ranks $s_{0}, \ldots, s_{k}$ has the following meaning: if it is verified, we surely can find an ordinary integral element $\Sigma_{k+1}$ containing $\Sigma_{k}$.

In other words, an involutive system admits $\boldsymbol{m}$-dimensional integral manifolds.

The proof of the Cartan-Kähler theorem can be found in Refs. 1 and 9: the main idea is to use $s_{0}+\cdots+s_{k}$ equations to reorganize the system in a Cauchy Kowalewsky form; successively, after having found the solutions of these equations, one can easily check that the remaining equations are also automatically verified. In supermanifold theory, there are further difficulties, "residual constraints," which will be clarified in the following.

If a given integral element ( $q, \mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}$ ) is not regular, singular solutions can arise; more precisely, we have the following definition.

Definition 2.6: A section $\Gamma: V \rightarrow E$ is a $k$-singular solution if (i) it is a solution, and (ii) every $k$-dimensional vector subspace of its tangent space $T_{p} \Gamma$ is, for each $p \in \Gamma$, a nonregular integral element.

Concerning characteristic fields in Ref. 8 we find the following definition.

Definition 2.7 A vector field $X \in \Gamma(T E)$ is called characteristic if $X\lrcorner I \subset I$. The importance of characterisic fields is suggested by the following classical result.

Theorem 2.2 ${ }^{1,8,9}$ : The characteristic fields furnish a $p$ dimensional completely integrable differential system; moreover, if $y^{\prime}, \ldots, y^{p}$ are independent first-order integrals, then there exists a differential system $\Sigma$, equivalent to the previous one (that is, with the same solutions), which is constructed only with the differentials $d y^{\prime}, \ldots, d y^{p}$ and with coefficients that depend only on $y^{\prime}, \ldots, y^{p}$.

Following this suggestion, also in superspace theory, we have the following theorem.

Theorem 2.3: The characteristic fields yield a completely integrable Frobenius system.

Proof: If $X, Y$ are characteristic fields and $\omega \in I$, we have

$$
\left.\left.\mathscr{L}_{X} \omega=X\right\lrcorner d \omega+d(X\lrcorner \omega\right) \in I
$$

The formula

$$
\left.\left.[X, Y]\lrcorner \omega=\mathscr{L}_{Y}(X\lrcorner \omega\right)-\mathscr{L}_{X}(Y\lrcorner \omega\right)
$$

completes the proof.
Theorem 2.4: If $N$ is an integrable manifold of $I$, we can generate a higher-dimensional integral manifold $N^{\prime}$ by drawing $N$ along the integral lines of the characteristic fields.

To generalize the Cartan-Kähler theorem to supermanifold theory, we have to consider the following theorems.

Theorem $2.5^{10}$ : A gl( $m, n$ ) matrix, that is, a matrix of the type

$$
A=\left(\begin{array}{ll}
a_{i}^{j} & a_{\alpha}^{j} \\
a_{i}^{\beta} & a_{\alpha}^{\beta}
\end{array}\right)
$$

where $a_{i}^{j}, a_{\alpha}^{\beta} \in Q_{0}$ and $a_{\alpha}^{j}, a_{i}^{\beta} \in Q_{1}$, is nonsingular if and only if its body matrix $B=\sigma(A)$ is also.

In the following the numbers $s_{0}, \ldots, s_{k}$ will denote the ranks of the related body matrices. In view of this theorem, the matrix $B$ controls the invertibility of $A$ but is not able to exclude the presence of further constraints in the algebraic system described by $A$, which can happen if the rank is not maximal. These constraints will be called residual constraints of the first type.

Theorem 2.6 (superspace Cauchy-Kowalewsky theorem ): $E, W, G$ denote some vector superspaces and let (i) $x$ be a coordinate in $E, y \in W$ and $\alpha \in G$, and (ii) $F$ and $p$ be supersmooth and analytic functions (for short SA, i.e., superanalytic). The system

$$
\begin{align*}
& \frac{\partial \alpha(x, y)}{\partial x}=F\left(x, y, \alpha(x, y), D_{y} \alpha(x, y)\right), \\
& \alpha(0, y)=p(y) \tag{2.4}
\end{align*}
$$

admits one and only one solution if $x$ is an even coordinate; if $x$ is an odd one it admits a solution if and only if the "total" derivative $d F / d x=0$, that is, a "residual constraint" of the second type.

Proof: If $x$ is even the proof can be found in Ref. 4 where $x$ is assumed to belong to an even vss $E$. The main idea is to reconstruct the classical majorant method in the case in which the variable $x$ is real; subsequently, by a suitable change of variables one gets the proof.

If $x$ is odd, one directly gets

$$
\alpha(x, y)=p(y)+x F\left(0, y, p(y), D_{y} p(y)\right)+0
$$

On the other hand, substitution in Eq. (2.4) yields

$$
F\left(0, y, \alpha(0, y), D_{y} \alpha(0, y)\right)=F\left(x, y, \alpha(x, y), D_{y} \alpha(x, y)\right)
$$

which completes the proof.
Theorem 2.7 (the generalized Cartan-Kähler integration theorem): Let $N_{h}$ be an ( $h-1$ ) integral supermanifold of a closed superanalytical ideal $I$ defined on an analytic supervector bundle $\pi: E \rightarrow V$. Suppose that, in $q \in N$ the space $\Sigma_{h-1}=T_{q}\left(N_{h}\right)$ is a regular integral element and that there exists an integral tangent vector $\mathbf{v}$ s.t. $\Sigma_{h}=\Sigma_{h-1} \oplus \mathbf{v}$ is an $h$-dimensional integral element. Now, if $\sigma \pi_{*} \mathbf{V}$ (the body of the components of $\pi_{*} v$ ) independent of $\Sigma_{h-1}$ and there are no residual constraints of the first type, there exists a local neighborhood $U$ of $q$ in $E$ where there is an $h$-dimensional integral manifold $N_{h}$ containing $N_{h-1}$. On the contrary, if $\pi_{*} v$ is odd, $N_{h}$ exists if no residual constaint is found.

In Sec. III we shall clarify the matter of residuals in the case of first-order differential equations. The presence of residual constraints does not mean that, in general, a given integration cannot be performed; it only means that the Car-tan-Kähler theorem cannot be used.

## III. FIRST-ORDER PARTIAL DIFFERENTIAL EQUATIONS ON SUPERSPACE

A first-order partial differential equation on a vss is of the type

$$
\begin{equation*}
F\left(x^{A}, \phi, \frac{\partial \phi}{\partial x^{A}}\right)=0 \tag{3.1}
\end{equation*}
$$

where $A=1, \ldots, m+n, x^{A} \in Q^{m, n}, \phi \in Q_{0}$.
Following Cartan we construct the differentiable ideal $I$ :

$$
\begin{align*}
& F\left(x^{A}, \phi, p_{A}\right)=0 \\
& d x^{A} \frac{\partial F}{\partial x^{A}}+d \phi \frac{\partial F}{\partial \phi}+d p_{A} \frac{\partial F}{\partial p_{A}}=0  \tag{3.2}\\
& d \phi-d x^{A} p_{A}=0, \quad d x^{A} \wedge d p_{A}=0
\end{align*}
$$

Forms $\omega^{(0)}, \omega^{(1)}, \omega^{(2)}$ are defined on the sv bundle $\pi: E \rightarrow Q^{m, n}$ whose standard fiber $\pi^{-1}\left(x^{A}\right)$ is isomorphic to $Q_{0} \times Q^{m, n}$.

Step 1: Choose a point $q \in E$ such that $F(q)=0$ and the rank of the algebraic system $\omega^{(1)}$ is locally constant. Determine a vector $\mathbf{v} \in T_{q} E$,

$$
\mathbf{v}=\left(a^{A} \frac{\partial}{\partial x^{A}}+b \frac{\partial}{\partial \phi}+c_{A} \frac{\partial}{\partial p_{A}}\right)_{q},
$$

satisfying the system $\mathbf{v}\rfloor \omega^{(1)}=0$. The representative matrix is
$A=\left(\begin{array}{ccccc}-p_{i} & -p_{\alpha} & 1 & 0 & 0 \\ \frac{\partial F}{\partial x^{i}}+p_{i} \frac{\partial F}{\partial \phi} & \frac{\partial F}{\partial \theta^{\alpha}}+p_{\alpha} \frac{\partial F}{\partial \phi} & 0 & \frac{\partial F}{\partial p^{i}} & \frac{\partial F}{\partial p^{\alpha}}\end{array}\right)$.

If $s_{0}=s_{0}^{\prime}=2$ we find a vector v with arbitrary components $\pi_{*} v$ (e.g., $\pi_{*} v=\partial / \partial x^{1}$ ) and there exists a one-dimensional integral manifold $i_{1}(s)$ of $I$ s.t. $i(0)=q$ and $(d /$ $d s)\left.i_{1}(s)\right|_{s=0}=\mathbf{v}$.

Step 2: Find a vector $u \in T_{q} E$ solving the polar system [Eq. (2.3)]. Let $s_{0}+s_{1}$ be the rank of the related representative matrix $\sigma\left(A_{1}\right)$, where

$$
A_{1}=\left(\begin{array}{ccccc}
-p_{i} & -p_{\alpha} & 1 & 0 & 0 \\
\frac{\partial F}{\partial x^{i}}+p_{i} \frac{\partial F}{\partial \phi} & \frac{\partial F}{\partial \theta^{\alpha}}+p_{\alpha} \frac{\partial F}{\partial \phi} & 0 & \frac{\partial F}{\partial p^{i}} & \frac{\partial F}{\partial p^{\alpha}} \\
c_{i} & c_{\alpha} & 0 & -a_{i} & -a_{\alpha}
\end{array}\right)
$$

Suppose that $s_{1}=s_{1}^{\prime}=1$, and $s_{0}+s_{1} \leqslant \operatorname{dim} E-2$. We can find $u$ and choose $\pi_{*} u=\partial / \partial x^{2}$. If, furthermore, this integral element is regular, then there exists a two-dimensional integral manifold $i_{2}(s, t)$ s.t.

$$
i_{2}(s, 0)=i_{1}(s),\left.\quad \frac{d}{d t} i_{2}(s, t)\right|_{s=0, t=0}=u
$$

This procedure can be iterated: the step number $k$ allows us to extend a $k$-dimensional integral manifold $i_{k}$ to a ( $k+1$ )dimensional one $i_{k+1}$ if (i) the rank

$$
s_{0}(q)+\cdots+s_{k}\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)=s_{0}^{\prime}(q)+\cdots+s_{K}^{\prime}\left(q, \mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)
$$

is locally constant, (ii) we find an integral vector $\mathbf{u}_{k+1}\left(\mathbf{u}_{k+1} \in T_{q} E\right.$ but $\left.\pi_{*} \mathbf{u}_{k+1} \ddagger \pi_{*} T_{q} i_{k}\right)$ s.t. extends $T_{q} i_{k}$ to a ( $k+1$ )dimensional regular integral element, and (iii) no residual constraints are present.

Theorem 3.1: Let $F \in Q_{0}$ and $\sigma\left(\partial F / \partial p_{i}\right) \neq 0$ for all $i=1, \ldots, m$. The Cartan-Kähler integration procedure can be used to get an $m$-dimensional integral manifold.

Proof: The ranks $s_{1}, \ldots, s_{m-1}$ are 1 and no residual constraints exist; this is clear if one looks at the matrix related to the $i_{k} \rightarrow i_{k+1}$ extension ( $k<m$ ):

$$
A_{k}=\left(\begin{array}{ccccc}
-p_{1}-p_{2} \cdots-p_{m} & -p_{m+1}-p_{m+2} \cdots-p_{m+n} & 1 & 0 \cdots 0 & 0 \cdots 0 \\
\frac{\partial F}{\partial x^{i}}+p_{i} \frac{\partial F}{\partial \phi} & \frac{\partial F}{\partial x^{\alpha}}+p_{\alpha} \frac{\partial F}{\partial \phi} & 0 & \frac{\partial F}{\partial p_{i}} & \frac{\partial F}{\partial p_{\alpha}} \\
-c_{1} 0 \cdots 0 & 0 \cdots 0 & 0 & 10 \cdots \cdots \cdots 0 & 0 \cdots 0 \\
0-c_{2} 0 \cdots 0 & 0 \cdots 0 & 0 & 01 \cdots \cdots \cdots 0 & 0 \cdots 0 \\
\cdots & \cdots & . & \vdots & \vdots \\
0 \cdots 0-c_{k} 0 \cdots 0 & 0 \cdots 0 & 0 & 0 \cdots 010 \cdots 0 & 0 \cdots 0
\end{array}\right)
$$

where

$$
c_{k}=-\left[\frac{\partial F}{\partial x^{k}}+p_{k} \frac{\partial F}{\partial \phi}\right]\left(\frac{\partial F}{\partial p_{k}}\right)^{-1}
$$

$k$ is not summed, and the last term exists since $\sigma(\partial F /$ $\left.\partial p_{k}\right) \neq 0$, for all $k=1, \ldots, m$.

The structure of the linear system that arises allows us to
formulate the extension problem by means of a CauchyKowalewsky system. Actually, other equations are present in the requirement that a $(k+1)$-dimensional manifold $i_{k+1}$ exists; however, these are identically verified in view of the initial data and of the Cauchy-Kowalewsky system.

In this case the problem of residual constraints could
arise only when performing extensions in the odd sector.
Theorem 3.2: The characteristic fields of Eq. (3.1), when restricted to a $q \in E$, make any regular $k$-dimensional integral element into a nonregular $(k+1)$-dimensional one.

Proof: An explicit calculation shows that the characteristic fields obtained by following Definition 2.4 are given by the expression

$$
X=v^{A} \frac{\partial}{\partial x^{A}}+b \frac{\partial}{\partial \phi}+c_{A} \frac{\partial}{\partial p_{A}}
$$

where, by introducing a suitable form $\beta$,

$$
\begin{aligned}
& v_{A}=\frac{\partial F}{\partial p_{A}} \beta(-1)^{A} \\
& c_{A}=-\left(\frac{\partial F}{\partial x^{A}}+p_{A} \frac{\partial F}{\partial \phi}\right) \beta
\end{aligned}
$$

hold. On the other hand, the same expression is obtained if one searches the vectors which make any regular $k$-dimensional regular element into a nonregular ( $k+1$ )-dimensional one.

This result clarifies the link between characteristic fields and nonextendible integral manifolds.

Theorem 3.3: The differential equation (3.1) admits characteristic tangent fields if and only if $F$ is a homogeneous element. In such a case, if $F \in Q_{0}$ then $\beta \in Q_{0}$; if $F \in Q_{1}$ then $\beta \in Q_{1}$. The motion induced by $X$ satisfies the Hamilton-Ja-
cobi equation written here when, e.g., $F \in Q_{0}$ :

$$
\begin{aligned}
\frac{d x^{A}}{d t} & =\frac{\partial F}{\partial p_{A}}(-1)^{A} \beta \\
\frac{d p_{A}}{d t} & =-\left(\frac{\partial F}{\partial x^{A}}+p_{A} \frac{\partial F}{\partial \phi}\right) \beta
\end{aligned}
$$

Theorem 3.4: Equation (3.1) has no singular solutions of dimension $n \geqslant 2$. It has $n=1$ ones only if $F$ is homogeneous and in this case the singular integral manifolds are the characteristic lines.

## IV. EXAMPLES

Let

$$
\begin{align*}
& F\left(x, y, \theta, \xi, \phi, p_{x}, p_{y}, p_{\theta}, p_{\xi}\right)  \tag{4.1}\\
& \quad=p_{x}^{2}-4 \phi+p_{\theta}+4 \theta \alpha-\alpha=0
\end{align*}
$$

where $x, y \in Q_{0}, \theta, \xi \in Q_{1}, \phi \in Q_{0}$, and $\alpha$ is a fixed element of $Q_{1}$. The ideal $I$ is

$$
\begin{align*}
& d \phi-d x p_{-x}-d y p_{y}-d \theta p_{\theta}-d \xi p_{\xi}=0 \\
& 2 d p_{x} p_{x}-4 d x p_{x}-4 d \theta p_{\theta}+d p_{\theta}+4 d \theta \alpha=0 \\
& d x \wedge d p_{x}+d y \wedge d p_{y}+d \theta \wedge d p_{\theta}+d \xi \wedge d p_{\xi}=0 \tag{4.2}
\end{align*}
$$

The equation $\left.\mathrm{v}_{1}\right\lrcorner \omega^{(1)}=0$ is represented by the matrix

$$
A=\left(\begin{array}{ccccccccc}
-p_{x} & -p_{y} & -p_{\theta} & -p_{\xi} & 1 & 0 & 0 & 0 & 0 \\
-4 p_{x} & -4 p_{y} & -4 p_{\theta}+4 \alpha & -4 p_{\xi} & 0 & 2 p_{x} & 0 & 1 & 0
\end{array}\right) .
$$

By setting $q=\left(0,0,0,0, \frac{1}{4}, 1,0, \alpha, 0\right)$ and

$$
\mathbf{v}_{1}=\left(\sum_{A=1}^{4} \alpha^{A} \frac{\partial}{\partial x^{A}}+b \frac{\partial}{\partial \phi}+\sum_{B=1}^{4} c^{B} \frac{\partial}{\partial p_{B}}\right)_{q}
$$

we have the constraints

$$
b-a^{1} p_{x}-a^{2} p_{y}-a^{3} p_{\theta}-a^{4} p_{\xi}=0, \quad 2 c^{1} p_{x}-4 a^{1} p_{x}-4 a^{3} p_{\theta}+c^{3}+4 a^{3} \alpha=0
$$

Since $s_{0}=s_{0}^{\prime}=2$, there exist $\infty^{\operatorname{dim} E-1-s_{1}}=\infty^{6}$ choices for $v_{1}$. Actually, we can freely choose $a^{2}=a^{3}=a^{4}=0$, $c^{2}=c^{3}=c^{4}=0$. Moreover, by setting $a^{\prime}=1$ we get

$$
\mathbf{v}_{1}=\left(\frac{\partial}{\partial x}+p_{x} \frac{\partial}{\partial \phi}+2 \frac{\partial}{\partial p_{x}}\right)_{q}
$$

and the integral line

$$
i_{1}(x)=\left(x, 0,0,0, x^{2}+x+\frac{1}{4}, 2 x+1,0, \alpha, 0\right)
$$

Now we determine a vector $\mathbf{v}_{2} \in T_{q} E$ satisfying Eq. (2.3), where $\left.\mathbf{v}_{1}\right\lrcorner \omega^{(2)}=d p_{x}-2 d x$.
We have $s_{1}=s_{1}^{\prime}=1$ and $\infty^{4}$ choices. By setting $v_{2}=(\partial / \partial y)_{q}$ we get

$$
i_{2}(x, y)=\left(x, y, 0,0, x^{2}+x+\frac{1}{4}, 2 x+1,0, \alpha, 0\right)
$$

Now determine $v_{3}$ satisfying Eq. (2.3) where

$$
\left.\left.\mathbf{v}_{1}\right\lrcorner \omega^{(2)}=d p_{x}-2 d x, \quad \mathbf{v}_{2}\right\lrcorner \omega^{(2)}=d p_{y}
$$

The related matrix is

$$
A_{2}=\left(\begin{array}{ccccccccc}
-p_{x} & -p_{y} & -p_{\theta} & -p_{\xi} & 1 & 0 & 0 & 0 & 0 \\
-4 p_{x} & -4 p_{y} & -4 p_{\theta}+4 \alpha & -4 p_{\xi} & 0 & 2 p_{x} & 0 & 1 & 0 \\
-2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right)
$$

We have $s_{2}+s_{2}^{\prime}=1$ and $\infty^{2}$ choices for $\mathbf{v}_{3}$. Therefore, we can solve the following system for $\phi(x, y, \theta)$ by setting $\alpha^{4}=c^{4}=0$ :

$$
\begin{align*}
& \frac{\partial \phi}{\partial \theta}=p_{\theta}, \quad \phi(x, y, 0)=x^{2}+x+\frac{1}{4} \\
& \frac{\partial p_{x}}{\partial \theta}=\frac{\partial p_{\theta}}{\partial x}, \quad p_{x}(x, y, 0)=2 x+1  \tag{4.3}\\
& \frac{\partial p_{y}}{\partial \theta}=\frac{\partial p_{\theta}}{\partial y}, \quad p_{y}(x, y, 0)=0 \\
& \frac{\partial p_{\theta}}{\partial \theta}=4 p_{\theta}-4 \alpha-2\left(\frac{\partial p_{\theta}}{\partial x}\right) p_{x}, \quad p_{\theta}(x, y, 0)=\alpha
\end{align*}
$$

We also have the further equations

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}-p_{x}=0, \\
& \frac{\partial \phi}{\partial y}-p_{y}=0, \\
& \frac{\partial p_{x}}{\partial y}-\frac{\partial p_{y}}{\partial x}=0,  \tag{4.4}\\
& \frac{\partial p_{\theta}}{\partial x}-4 p_{x}+2\left(\frac{\partial p_{x}}{\partial x}\right) p_{x}=0, \\
& \frac{\partial p_{\theta}}{\partial y}-4 p_{y}+2\left(\frac{\partial p_{x}}{\partial y}\right) p_{x}=0 .
\end{align*}
$$

The vanishing of the residual constraints is given by

$$
\begin{equation*}
\frac{\partial p_{\theta}}{\partial \theta}=0, \quad \frac{\partial p_{\theta}}{\partial x} \frac{\partial p_{x}}{\partial \theta}=0 \tag{4.5}
\end{equation*}
$$

Now, Eqs. (4.4) are identically verified in view of Eqs. (4.3). An explicit integration gives $\phi(x, y, \theta)=x^{2}+x+\frac{1}{4}+\theta \alpha$, which also verifies Eqs. (4.5). The last step is trivial; one gets the required solution

$$
\phi(x, y, \theta, \xi)=x^{2}+x+\frac{1}{4}+\theta \alpha
$$

Consider the equation

$$
\begin{equation*}
\frac{\partial f(x, \theta)}{\partial \theta}=\theta, \quad f(x, 0)=a(x) \tag{4.6}
\end{equation*}
$$

Use the Cauchy-Kowalewsky theorem directly with

$$
F\left(x, \theta, f \frac{\partial f}{\partial x}, \frac{\partial f}{\partial \theta}\right)=\theta
$$

The residual constraints are $d F / d \theta=1 \neq 0$ and no solution can be found. Actually, one should have found $f(x, \theta)=a(x)+\theta^{2}=a(x)$, which does not solve Eq. (4.6).

Finally, consider the system

$$
F\left(x, \theta, \phi, p_{x}, p_{\theta}\right)=p_{x}^{2}-4 \phi+4 \theta p_{\theta}
$$

with $\phi, F \in Q_{0}, q=0, i_{1}(x)=\left(x, 0, x^{2}, 2 x, 0\right)$, and therefore

$$
\mathbf{u}_{1}=\left(\frac{d i}{d x}\right)_{0}=\left(\frac{\partial}{\partial x}+p_{x} \frac{\partial}{\partial \phi}+2 \frac{\partial}{\partial p_{x}}\right)_{q} .
$$

We have

$$
A_{1}=\left(\begin{array}{ccccc}
-p_{x} & -p_{\theta} & 1 & 0 & 0 \\
-4 p_{x} & 0 & 0 & 2 p_{x} & -4 \theta \\
-2 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and $s_{0}+s_{1}=3, s_{0}^{\prime}+s_{1}^{\prime}=2$. No solutions in the sense of Definition 2.1 can be found since we cannot freely choose the components $\pi_{*} \mathbf{u}_{2}$.
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#### Abstract

The formal properties of $n$-dimensional Wronskians and their geometric interpretation enable one to construct explicit analytic solutions to some nonlinear partial differential equations (PDE's) that generalize the Liouville equation $\phi_{x y}=e^{2 \phi}$. The studied PDE's are (a) $\mathscr{L}_{m} F$ $=$ const, (b) $\mathscr{L}_{m} F=G, \mathscr{L}_{m} G=F$, and (c) $\mathscr{L}_{m}\left(\mathscr{L}_{m} F\right)=$ const, where $\mathscr{L}_{m}$ is the nonlinear differential operation $\mathscr{L}_{m} F:=\operatorname{det}\left(\partial_{x}^{k} \partial_{y}^{l} F\right)$, with $k, l=0,1, \ldots, m$. Some nontrivial formal properties of the composition of the $\mathscr{L}_{m}$ 's are established.


## I. INTRODUCTION

The classical nonlinear Liouville partial differential equation (PDE) ${ }^{1}$

$$
\begin{equation*}
\phi_{x y}=e^{-2 \epsilon \phi} \quad \text { and } \quad \epsilon^{2}=1, \tag{1.1}
\end{equation*}
$$

which can be stated in the equivalent form

$$
\begin{equation*}
F F_{x y}-F_{x} F_{y}=\epsilon \text {, where } F:=e^{\epsilon \phi}, \tag{1.2}
\end{equation*}
$$

is presently considered as one of the simplest examples of a PDE yielding solutions via the Bäcklund procedure. ${ }^{2}$

It has been well-known for about 100 years that the PDE [(1.1) and (1.2)] has the remarkable property of possessing the solution
$F=(\epsilon \dot{\rho} \dot{q})^{-1 / 2}(1+p q) \Leftrightarrow \phi=\epsilon \ln \left[(\epsilon \dot{\rho} \dot{q})^{-1 / 2}(1+p q)\right]$,
where the single variable functions $p=p(x)$ and $q=q(y)$ are arbitrary, constrained only by the condition $\epsilon \dot{p} \dot{q}>0$, with the dots denoting the derivatives with respect to the corresponding variables. Thus the most general solution to the Liouville equation is algebraically constructed from arbitrary single variable functions and their derivatives.

Of particular interest are (i) the mechanism that assures us that the general solutions to (1.1) and (1.2) have the form of (1.3), and (ii) the existence of other PDE's with the general solutions of a similar structure, i.e., algebraically constructed from arbitrary functions of a single variable and their derivatives. This paper intends to offer at least a partial answer to these questions.

In earlier work with J. D. Finley on the problem of twisting $N$-type solutions in complexified general relativity, we encountered as an intermediate step the PDE's

$$
\begin{equation*}
F F_{x y}-F_{x} F_{y}=G \quad \text { and } \quad G G_{x y}-G_{x} G_{y}=F \tag{1.4}
\end{equation*}
$$

The structural similarity of these PDE's with (1.2) suggests that they be labeled as "double" Liouville equations. In fact, the general solution to these equations may be constructed in a fashion quite similar to that for the general solution to (1.2). More specifically, the solutions can be algebraically constructed from arbitrary single variable functions $p_{i}(x)$, $q_{i}(y), i=1,2$, and their first and second derivatives.

[^3]The geometrical interpretation of the solutions to (1.4) has resulted in the elucidation of the formal properties of the three-dimensional Wronskians of functions of a single variable. It seems natural to develop more general $n$-dimensional theory that contains PDE's (1.2) and (1.4) as special cases. Section II is a summary of the formal properties of the $n$-dimensional Wronskians and their basic minors, accompanied by the corresponding geometric interpretation. These are essential in Sec. III, which is concerned with the formal properties of the abstract nonlinear differential operators $\mathscr{L}_{m}$.

Of course, in terms of $\mathscr{L}_{m}$ 's, (1.2) and (1.4) may be stated as
(a) $\mathscr{L}_{1} F=\epsilon, \epsilon^{2}=1$ and (b) $\mathscr{L}_{1} F=G, \mathscr{L}_{1} G=F$.

For $m \geqslant 2, \mathscr{L}_{m}$ constitutes the natural generalization of the concept of the "Liouville operator" $\mathscr{L}_{1}$. In Sec. IV we investigate the chains $a-b$-c of PDE's by exploiting these generalized Liouville operators. It is shown that we are able to determine the most general analytic form of their solution for the case of an $a$-chain. In the case of a $b$-chain, we are able to determine some special solutions for $m>2$, and the most general solutions for $m=1$. Finally, we consider a $c$-chain for $m=1$, which reduces to the biharmonic equation for the conformal factor of a two-dimensional Riemannian space. Also, we discuss alternative formulations of the differential problem under consideration. In Sec. V we discuss some open problems related to the results of this work. Semitrivial proofs of a computational nature are abbreviated by their basic ideas only. The nontrivial proofs are in appendices, which the interested reader might find useful in further work along the same lines as that given in the text.

The fact that the most general solution to (1.1) and (1.2) has the analytic form of (1.3) is quite useful in mathematical physics. In particular, within the theory of exact solutions in general relativity, experience has shown that whenever a Liouville equation occurs at an intermediate step, the corresponding problem is integrable up to the very end. In this respect, we believe that the techniques of this paper are to some extent manageable when applied to nonlinear Liouville-like PDE's and thus may find some useful applications.

## II. WRONSKIANS AND GEOMETRY

Let $\mathrm{F}^{n}$ be the set of ordered $n$-tuples of the smooth functions of some single variable, say $t \in R$. Thus a typical element $f \in F^{n}$ consists of $f:=\left\{f_{i}(t), i=1, \ldots, n\right\}$, where $f_{i}: \mathbf{R} \rightarrow \mathbf{R}$, and $n$ is a fixed integer. If the $f_{i}$ 's are considered as meaningful modulo the arbitrary changes of the independent variable only, then, defining the equivalence class $C: f_{i}(t) \equiv f_{i}\left(t\left(t^{\prime}\right)\right)$, where $t^{\prime}: \mathbf{R} \rightarrow \mathbf{R}$ is an arbitrary smooth bijection, the set $\mathbf{F}^{n} / C$ amounts to the set of smooth curves in $\mathbf{R}^{n}$.

The set $\mathbf{F}^{n} / C$ automatically carries a rich structure induced by the concepts of the Wronskian and its basic minors. ${ }^{3}$ These concepts are understood as the mappings $W$ :
$\mathbf{F}^{n} \rightarrow \mathbf{F}^{1}$ and $*: \mathbf{F}^{n} \rightarrow \mathbf{F}^{n}$, which are defined explicitly by

$$
f \in \mathbf{F}^{n} \Rightarrow\left\{\begin{array}{l}
W F:=\epsilon_{i_{1} i_{2} \cdots i_{n}} f_{i_{1}} f_{i_{2}}^{1} \cdots f_{i_{n}}^{n-1},  \tag{2.1}\\
* f_{i}:=(-1)^{n-1} \epsilon_{i i_{1} i_{2} \cdots i_{n-}} f_{i_{1}} f_{i_{2}}^{1} \cdots f_{i_{n-1}}^{n-2},
\end{array}\right.
$$

where $f_{i}^{k}:=(d / d t)^{k} f_{i}$, with $k=0,1, \ldots$ and $i=1,2, \ldots, n$. Here $\epsilon_{i}, \cdots i_{n}$ is the totally skew Levi-Civita symbol in $n$ dimensions, normalized by $\epsilon_{12 \cdots n}=1 .^{4}$

The basic formal properties of the mappings $W$ and * may be stated in the form of the following theorem.

Theorem 1: The following identities are valid for an arbitrary $f \in \mathbf{F}^{n}$ :
(a) $W(\lambda f)=\lambda^{n} W f$,
(e) $*\left(\lambda f_{i}\right)=\lambda^{n-1} * f_{i}$,
(b) $W f^{\prime}=\left(\frac{d t}{d t^{\prime}}\right)^{\left(\frac{n}{2}\right)} W f$,
(f) $*\left(f_{i}^{\prime}\right)=\left(\frac{d t}{d t^{\prime}}\right)^{\left({ }^{(n-1)}\right.} * f_{i}$,
(c) $W(M f)=\operatorname{det} M \cdot W f$,
(g) $*\left(M_{i j} f_{j}\right)=\operatorname{det} M \cdot M_{j i}^{-1} * f_{j}$,
(d) $W(* f)=(W f)^{n-1}$,
(h) $* f_{i}=(-1)^{n-1}(W f)^{n-2} f_{i}$.

In the first line of Eqs. (2.2), a smooth $\lambda: \mathbb{R} \rightarrow \mathbb{R}$ is arbitrary and $\lambda f:=\left\{\lambda(t) f_{i}(t)\right\} \in \mathbf{F}^{n}$. In the second line, given $f=\left\{f_{i}(t)\right\}$, a smooth bijection $t: \quad \mathbf{R} \rightarrow \mathbf{R}$ induces $f^{\prime}=\left\{f_{i}^{\prime}\left(t^{\prime}\right)\right\}:=\left\{f_{i}\left(t\left(t^{\prime}\right)\right)\right\}$ in the left-hand members $W$. The * is meant as the nonlinear differential operation with respect to $t^{\prime}$, while in the right-hand members it refers to the variable $t$. Note that (2.2)(b) is valid for $n \geqslant 2$, while (2.2) (f) applies for $n \geqslant 3$. In the third line $M_{i j}=$ const is an arbitrary nonsingular $n \times n$ matrix, with $M f:=\left\{M_{i j} f_{j}(t)\right\}$.

The first three lines of (2.2) follow directly from the definitions of the mappings $W$ and $\#$. The proofs of the identities given in the fourth line of (2.2) are nontrivial. They may be outlined in the form of a sequence of lemmas; those of interest are given in Appendix A.

W-regular curves: According to (2.2)(b), a smooth curve in $\mathbb{R}^{n}$, represented as $f=\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$, has the characteristic $W f \neq 0$, independent of the choice for its parametrization.

Observe that when $\binom{n}{2}=$ even, the sgn (Wf) cannot be affected by the change of the parametrization. This gives rise to the classification of the curves $f, g, \ldots \in F^{n} / C$ into the two basic classes
$W$-regular: $W f \neq 0, \quad W$-singular: $W f=0$.
The origin of this classification is the condition $W f \neq 0$ for $f \in \mathbf{F}^{n}$, which is known ${ }^{5}$ to constitute a necessary and sufficient condition for the linear independence of $n$ smooth $f_{i}$ 's, i.e., $W f \neq 0 \Leftrightarrow\left\{\lambda_{i}=\right.$ const, $\left.\lambda_{i} f_{i}(t)=0 \Rightarrow \lambda_{i}=0\right\} .{ }^{6}$ Consequently, a $W$-regular curve cannot be contained in any of ( $n-1$ )-hyperplanes through the distinguished origin of $\mathbf{R}^{n}$. Correspondingly, each $W$-singular curve is contained in some ( $n-1$ )-hyperplane through the distinguished origin of $\mathbb{R}^{n}$.

Normal parametrization: Given a $W$-regular curve rep-
resented by $\left\{f_{i}(t)\right\} \in \mathbf{F}^{n}, W f \neq 0$, we propose to define its normal parameter $x \in \mathbf{R}$ via

$$
\begin{equation*}
d x:=\operatorname{sgn}(W f) \cdot|W f|^{1 /\left(\frac{n}{2}\right)} d t \tag{2.4}
\end{equation*}
$$

Heuristically, this idea is somewhat analogous to the idea of using the Pythagorean length as the natural parameter of the Frenet formulas and the concept of the relativistic proper time.

Performing the quadrature in (2.4), the derived function $x=x(t)$, with $d x / d t \neq 0$, defines its inverse $t=t(x)$. Thus the curve may be considered as given in terms of its normal parameter as $f^{\prime}=f_{i}^{\prime}(x):=f_{i}(t(x))$. Then it follows from (2.4) that

$$
\begin{align*}
& \binom{n}{2}=\text { odd } \Rightarrow W f^{\prime}=1 \text { and } \\
& \binom{n}{2}=\text { even } \Rightarrow W f^{\prime}=\operatorname{sgn}(W f) . \tag{2.5}
\end{align*}
$$

The differentiations in the operation $W$ are with respect to the variable $x$.

According to (2.2)(d), * maps $W$-regular curves into $W$-regular curves. Given a curve represented as $f \in \mathbb{F}^{n}, W f \neq 0$, we refer to $* f \in \mathbb{F}^{n}, W(* f) \neq 0$ as the dual curve. Considering the curve $f$ as represented in terms of its normal parameter, $f^{\prime}=\left\{f_{i}^{\prime}(x)\right\}$, according to (2.2)(d) and (2.2) (h), we have

$$
W f^{\prime}=1 \Rightarrow \begin{cases}n=\text { odd: } W\left(* f^{\prime}\right)=1, & * * f_{i}^{\prime}=f_{i}^{\prime}  \tag{2.6}\\ n=\text { even: } W\left(* f^{\prime}\right)=1, & * * f_{i}^{\prime}=-f_{i}^{\prime},\end{cases}
$$

and

$$
W f^{\prime}=-1 \Rightarrow\left\{\begin{array}{l}
n=\text { odd: } W\left(* f^{\prime}\right)=1, \quad * * f_{i}^{\prime}=-f_{i}^{\prime}  \tag{2.7}\\
n=\text { even: } W\left(* f^{\prime}\right)=-1, \quad * * f_{i}^{\prime}=-f_{i}^{\prime}
\end{array}\right.
$$

Therefore, * is an involution or anti-involution among the $W$-regular curves and their duals. Note that according to
(2.5), the formulas (2.7) are of interest only when ( $\left.\begin{array}{l}n \\ 2\end{array}\right)$ $=$ even $\Rightarrow n=4,5,8,9, \ldots$.

The mapping: The construction of the normal parameter $x$ for a $W$-regular curve via (2.4) involves a quadrature. There is, however, a simple process that enables us to construct the $W$-regular curve, as given in terms of its normal parameter, bypassing the necessity of any integrations.

Consider a $W$-regular curve represented as $f=\left\{f_{i}(t)\right\}$ $\in \mathbb{F}^{n}, W f \neq 0$. Then the mapping $>$, defined by

$$
\begin{equation*}
f_{i}:=|W f|^{-1 / n} f_{i}, \tag{2.8}
\end{equation*}
$$

obviously produces another $W$-regular curve. The formal properties of may be summarized in the form of the following theorem.

Theorem 2: The following identities hold:
(a) $W(\triangleright f)=\operatorname{sgn}(W f)$,
(c) ${ }^{2} f_{i}=f_{i}$,
(b) $>\left(\lambda f_{i}\right)=\operatorname{sgn} \lambda \triangleright f_{i}$,
(d) $* f_{i}=* f_{i}$.

Identity (2.9)(a) follows from (2.2)(a). Similarly, (2.9)(b) with arbitrary $\lambda: \mathbb{R} \rightarrow \mathbb{R}, \lambda(t) \neq 0$ follows from (2.2) (a). Equation (2.9) (c) is a trivial consequence of the definition of $D$. Equation (2.9) (d) may be established by using (2.2) (e) and (2.2) (d).

According to (2.4) and (2.9) (a), the curve $g: \Rightarrow f$ possesses the normal parameter $x$, where $x=\operatorname{sgn}(W f) \cdot t$, if we choose the integration constant for $x$ equal to 0 . Consequently, the curve

$$
\begin{equation*}
g^{\prime}=\left\{g_{i}^{\prime}(x)\right\}:=\left\{\left|f_{i}\right|_{t=\operatorname{sgn}(W f) \cdot x}\right\} \tag{2.10}
\end{equation*}
$$

according to (2.5), satisfies

$$
\begin{align*}
& \binom{n}{2}=\text { odd } \Rightarrow W g^{\prime}=1 \\
& \binom{n}{2}=\text { even } \Rightarrow W g^{\prime}=\operatorname{sgn}(W f) \tag{2.11}
\end{align*}
$$

The ( $n-1$ )-dimensional interpretation of $>$ : According to (2.9)(c), the mapping $>$ has the nature of a projective operation. This induces its ( $n-1$ )-dimensional interpretation. Indeed, $W f \neq 0 \rightarrow f_{i} \neq 0$, and in particular $f_{n} \neq 0$. Thus we can represent the $f_{i}$ 's as $f_{i}=\left|f_{n}\right| \tilde{h}_{i}, \tilde{h}_{i}:=f_{i} /\left|f_{n}\right|$. Then $\tilde{h}=:\left(\tilde{h}_{a}, \epsilon\right), a=1, \ldots, n-1, \epsilon^{2}=1$, is an $n$-dimensional concept, $\tilde{h}=\left\{\tilde{h}_{i}\right\} \in \mathbb{F}^{n}$, while $h:=\left\{\tilde{h}_{a}\right\} \in \mathbf{F}^{n-1}$ is considered as a ( $n-1$ )-dimensional concept. By $\dot{h} \in \mathbb{F}^{n-1}$ we mean $\dot{h}$ $=\left\{\grave{h}_{a}(t)\right\}$, with the dot denoting the derivative. Then one obtains

$$
\begin{equation*}
W \tilde{h}=\epsilon(-1)^{n-1} \cdot W \dot{h} \tag{2.12}
\end{equation*}
$$

where the Wronskians on the left and the right are $n$ - and ( $n-1$ )-dimensional constructs, respectively. This being the case,
$W f=\left|f_{n}\right|^{n} W \tilde{h}=\epsilon(-1)^{n-1}\left|f_{n}\right|^{n} W \dot{h} \quad[$ using (2.2)(a)].
Hence, $W f \neq 0 \Rightarrow W \dot{h} \neq 0$. The last $(n-1)$-dimensional condition has a simple geometric interpretation. Having $\mathrm{W} \dot{h}=0$ implies that there are nontrivial $\lambda_{a}=$ const, $a=1, \ldots, n-1$, such that $\lambda_{a} \dot{h}_{a}(t)=0 \Leftrightarrow \lambda_{a} h_{a}(t)=$ const. It follows that $h \in \mathbb{F}^{n-1}$, with $W \dot{h} \neq 0$, is a curve in $\mathbb{R}^{n-1}$ prohibited to be contained in any $(n-2)$-hyperplane in $\mathbb{R}^{n-1}$, and not only those through the origin of $\mathbb{R}^{n-1}$.

Using the definition of $>$ and (2.13), one easily sees that

$$
\begin{equation*}
\triangleright f_{a}=|W \dot{h}|^{-1 / n} h a,>f_{n}=\epsilon|W \dot{h}|^{-1 / n} \tag{2.14}
\end{equation*}
$$

Therefore the functions (2.10), which automatically fulfill (2.11), may be considered as algebraically constructed from $h_{a}^{k}(t)=\partial_{i}^{k} h_{a}(t), a=1, \ldots, n-1, k=0, \ldots, n-1$, where the smooth $h_{a}(t)$ 's are arbitrary, constrained only by the condition that the curve $h \in F^{n-1} / C$ is prohibited to be contained in any ( $n-2$ )-hyperplane in $\mathbb{R}^{n-1}$, equivalently $\mathbf{W} \dot{h} \neq 0$. Inversely, one can also show that given any $W$-regular curve in its normal parametrization, $g^{\prime}=\left\{g_{i}^{\prime}(x)\right\} \in \mathbb{F}^{n}$, so that (2.11) applies, there is $h=\left\{h_{a}(t)\right\} \in \mathrm{F}^{n-1}$, which "injects" it according to (2.10) and (2.14).

## III. THE BASIC PROPERTIES OF $\mathscr{L}_{m}$ OPERATORS

Let $\mathscr{F}$ be the set of smooth functions of the two variables $x$ and $y$. Consider then a sequence of nonlinear differential mappings $\mathscr{L}_{m}: \mathscr{F} \rightarrow \mathscr{F}, m=1,2, \ldots$, defined by

$$
\begin{equation*}
F \in \mathscr{F} \Rightarrow \mathscr{L}_{m} \mathscr{F}:=\operatorname{det}\left(\partial_{x}^{k} \partial_{y}^{l} F\right), \quad k, l=0,1, \ldots, m \geqslant 1, \tag{3.1}
\end{equation*}
$$

where $\partial_{x}^{k}$ and $\partial_{y}^{\prime}$ denote iterations of the differential operators $\partial_{x}$ and $\partial_{y}$. Of course, $\partial_{x}^{0}=\partial_{y}^{0}=1$.

It is convenient to extend the above definition of $\mathscr{L}_{m}$ 's to all integer $m$ 's, postulating that

$$
\begin{align*}
m=0 \Rightarrow \mathscr{L}_{m} F:=F, \quad m & =-1 \Rightarrow \mathscr{L}_{m} F:=1 \\
m & \leqslant-2 \Rightarrow \mathscr{L}_{m} F=0 \tag{3.2}
\end{align*}
$$

Here, we will outline the basic formal properties of $\mathscr{L}_{m}$ 's. One can easily see that the definition of $\mathscr{L}_{m}$ 's implies the "homogenity property":

$$
\begin{align*}
F, A(x), B(y) \in \mathscr{F} \Rightarrow \mathscr{L}_{m} A B F= & (A B)^{m+1} \mathscr{L}_{m} F, \\
& m \geqslant-1, \tag{3.3}
\end{align*}
$$

if $A B \neq 0$, applies for $m \leqslant-2$.
Then one can show that under the change of the independent variables $x=x\left(x^{\prime}\right), y=y\left(y^{\prime}\right), \dot{x} \dot{y} \neq 0$, meaning by $\mathscr{L}_{m}^{\prime}, \mathscr{L}_{m}^{\prime} F:=\operatorname{det}\left(\partial_{x^{\prime}}^{k} \partial_{y^{\prime}}^{\prime} F\right)$, for $m \geqslant 1$, while (3.2) is valid with $\mathscr{L}_{m} \rightarrow \mathscr{L}_{m}^{\prime}$, the following identity holds:

$$
\begin{equation*}
F \in \mathscr{F} \Rightarrow \mathscr{L}_{m} F=(\dot{x} \dot{y})^{-\left(m_{2}^{+1}\right)} \mathscr{L}_{m}^{\prime} F \tag{3.4}
\end{equation*}
$$

Next, one easily sees that $\mathscr{L}_{1}$ has the "distributive" property:

$$
\begin{equation*}
F, G \in \mathscr{F} \Rightarrow \mathscr{L}_{1} F G=G^{2} \mathscr{L}_{1} F+F^{2} \mathscr{L}_{1} G \tag{3.5}
\end{equation*}
$$

(This follows directly from $\mathscr{F} \ni F \neq 0 \Rightarrow \mathscr{L}_{1} F$ $=F^{2} \partial_{x} \partial_{y} \ln F$. Also, note that $\alpha=$ const $\Rightarrow \mathscr{L}_{1} F^{\alpha}$ $=F^{2(\alpha-1)} \mathscr{L}_{1} F$.)

As far as the composition of the $\mathscr{L}_{m}$ mappings is concerned, we claim that the basic identity

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{m} F\right)=\mathscr{L}_{m-1} F \cdot \mathscr{L}_{m+1} F \tag{3.6}
\end{equation*}
$$

is valid for every integer $m$. The nontrivial proof of (3.6) is outlined in Appendix B, where we also discuss the general problem of the composition $\mathscr{L}_{n}\left(\mathscr{L}_{m} F\right)$.

It follows from (3.6) and (3.5) that

$$
\begin{align*}
\mathscr{L}_{2}\left(\mathscr{L}_{m} F\right)= & \left(\mathscr{L}_{m-1} F\right)^{2} \mathscr{L}_{m+2} F \\
& +\left(\mathscr{L}_{m+1} F\right)^{2} \mathscr{L}_{m-2} F . \tag{3.7}
\end{align*}
$$

Indeed, (3.6) for $m=1$ reduces to $\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)$ $=F \mathscr{L}_{2} F$. Operating on both sides of (3.6) with $\mathscr{L}_{1}$ and then using the result on the left and (3.5) on the right, we have

$$
\begin{align*}
\mathscr{L}_{m} F & =\mathscr{L}_{2}\left(\mathscr{L}_{m} F\right) \\
= & \left(\mathscr{L}_{m-1} F\right)^{2} \mathscr{L}_{1}\left(\mathscr{L}_{m+1} F\right)^{2} \mathscr{L}_{1}\left(\mathscr{L}_{m-1} F\right) \\
= & \left(\mathscr{L}_{m-1} F\right)^{2} \mathscr{L}_{m} F \cdot \mathscr{L}_{m+2} F \\
& +\left(\mathscr{L}_{m+1} F\right)^{2} \mathscr{L}_{m-2} F \cdot \mathscr{L}_{m} F \quad[\text { using (3.6) }] . \tag{3.8}
\end{align*}
$$

Canceling this by $\mathscr{L}_{m} F$ (in general $\mathscr{L}_{m} F \neq 0$ ), we obtain (3.7). Therefore, via the continuity argument, (3.7) is true for every $F$ and every integer $m$.

Crucial for our purposes, we state the properties of the $\mathscr{L}_{m}$ 's in the form of two theorems.

Theorem 3: For every $f_{i}(x)$ and $g_{i}(y)$ (smooth), $i=1,2, \ldots, n$ and $m \geqslant 1$, the identities

$$
\mathscr{L}_{m} \sum_{i=1}^{n} f_{i} g_{i}=\left\{\begin{array}{l}
0, \quad \text { if } m \geqslant n \geqslant 1,  \tag{3.9}\\
W f \cdot W g, \quad \text { if } n=m+1, \\
\sum_{i=1}^{n} * f_{i} \cdot * g_{i}, \quad \text { if } n=m+2,
\end{array}\right.
$$

hold, where $W$ and * are the mappings defined in Sec. I.
Employing the summation convention over the indices $k_{i}=0,1, \ldots, m=l_{i}$, we have, from the definition (3.1),

$$
\begin{align*}
\mathscr{L}_{m} F= & {[1 /(m+1)!] \epsilon_{k_{1} \cdots k_{m+1}} } \\
& \times \epsilon_{l_{1} \cdots l_{m+1}} \partial_{x}^{k_{1}} \partial_{y}^{1} F \cdots \partial_{x}^{k_{m+1}} \partial_{y}^{l_{m+1}} F, \tag{3.10}
\end{align*}
$$

where the $\epsilon$ 's are $(m+1)$-dimensional Levi-Civita symbols normalized by $\epsilon_{01 \cdots m}=1$. Consequently, with $F=f_{i}(x) g_{i}(y)$, we have

$$
\begin{align*}
& \mathscr{L}_{m} f_{i} g_{i}=[1 /(m+1)!] \epsilon_{k_{1} \cdots k_{m+1}} \epsilon_{l} \cdots l_{m+1} \\
& \times f_{i_{1}}^{\left[k_{1} \cdots\right.} f_{i_{m+1}}^{\left.k_{m+1}\right]} g_{i_{1}}^{\left[i_{1} \cdots\right.} g_{i_{m+1}}^{\left.l_{m+1}\right]} \\
& =(m+1)!f_{i_{1}}^{\left[0 \cdots f_{i_{m+1}}^{m]}\right.} g_{i_{1}}^{[0 \cdots} g_{i_{m+1}}^{m]} \\
& =(m+1)!f_{[i,}^{0} \cdots f_{\left.i_{m+1}\right]}^{m} g_{[i,}^{0} \cdots g_{\left.i_{m+1}\right]}^{m} . \tag{3.11}
\end{align*}
$$

In the above, $f_{i}^{k}:=(d / d x)^{k} f_{i}, g_{i}^{l}:=(d / d y)^{\prime} g_{i}$, and $[\cdots]$ denotes the antisymmetrization symbol of a set of indices.

When the $i$ 's have the range $i=1, \ldots, n<m+1$, the antisymmetrization of $m+1$ of the indices of the above type automatically leads to 0 . Thus the first line of (3.9) is true. On the other hand, if the is have the range $i=1, \ldots, n=m+1$, then according to (2.1)

$$
f_{\left[i_{1}\right.}^{0} \cdots f_{\left.i_{m+1}\right]}^{m}=[1 /(m+1)!] \epsilon_{i_{i} \cdots i_{m+1}} \cdot W f .
$$

Similarly,

$$
g_{i_{1}}^{0} \cdot \cdot g_{i_{m+1}}^{m}=[1 /(m+1)!] \epsilon_{i_{1} \cdots i_{m+1}} \cdot W g .
$$

Therefore, making the contraction of two $\boldsymbol{\epsilon}$ 's over $m+1$ indices, the second line of (3.9) follows from (3.11).

Finally, if the range of $i$ 's is $i=1, \ldots, n=m+2$, (3.11) can be rewritten employing the concept of the generalized Kronecker $\delta$ 's in the form

$$
\begin{equation*}
\mathscr{L}_{m} f_{i} g_{i}=\delta_{i, \cdots i_{m+1} ; j_{i} \cdots j_{m+1}} f_{i,}^{0} \cdots f_{i_{m+1}}^{m} g_{j_{1}}^{0} \cdots g_{j_{m+1},}^{m} \tag{3.12}
\end{equation*}
$$

On the other hand, the $\delta$ 's are equivalent to the contraction of two $\epsilon$ 's over one index. Hence

$$
\begin{equation*}
\mathscr{L}_{m} f_{i} g_{i}=e_{i i_{1} \cdots i_{m+1}} \epsilon_{i j i_{i} \cdots j_{m+1}} f_{i_{1}}^{0} \cdots f_{i_{m+1},}^{m} g_{j,}^{0} \cdots g_{j_{m+1}}^{m}, \tag{3.1.}
\end{equation*}
$$

This, compared with the definition of $*$ in (2.1), and remembering that presently $n=m+2$, assures the veracity of the third line of (3.9).

Corollary 1: Formula (3.12) remains valid for the range of $i$ 's and $j$ 's over $1, \ldots, n>m+2$, and can be equivalently spelled out in the form

$$
\begin{align*}
& \mathscr{L}_{m} f_{i} g_{i}= {[1 /(n-m-1)!] } \\
& \times \epsilon_{s_{1} \cdots s_{n-m-1}} i_{1} \cdots i_{m+1} \\
& \times \epsilon_{s_{1}}^{0} \cdots f_{i_{m+1}}^{m}  \tag{3.14}\\
& s_{n-m-1} j_{1} \cdots j_{m+1} \\
& g_{j_{1}}^{0} \cdots g_{j_{m+1}}^{m}
\end{align*}
$$

For $n>m+2$, the objects $\epsilon_{s_{1} \cdots s_{n-m-1} i_{i} \cdots i_{m+1}} f_{i}^{0} \cdots f_{i_{m+1}}^{m}$ are the generalized minors of the $n \times n$ matrix $\left|f_{i}^{k}\right|, i=1, \ldots, n$, $k=0,1, \ldots, n-1$. Within the objectives of this paper, however, this generalization of the third line of (3.9) is of little importance.

Corollary 2: Iterating the third line of (3.9) and using (2.2)(h), it follows that

$$
\begin{equation*}
F=\sum_{i=1}^{m+2} f_{i}(x) g_{i}(y) \Rightarrow \mathscr{L}_{m}\left(\mathscr{L}_{m} F\right)=(W f \cdot W g)^{m} F . \tag{3.15}
\end{equation*}
$$

Therefore, $\mathscr{L}_{m}$ is an involution among the functions of twovariables of the structure

$$
F=\sum_{i=1}^{m+2} f_{i}(x) g_{i}(y),
$$

with $f_{i}$ 's and $g_{i}$ 's arbitrary, being constrained only by the condition $(W f \cdot W g)^{m}=1$.

Theorem 4: For $m \geqslant 1$,
(a) $\mathscr{L}_{m} F=0$ and $\mathscr{L}_{m-1} F \neq 0 \Rightarrow F=\sum_{i=1}^{m} f_{i}(x) g_{i}(y)$,
(b) $\mathscr{L}_{m} F=$ const $\neq 0 \Rightarrow F=\sum_{i=1}^{m+1} f_{i}(x) g_{i}(y)$,
the implications being understood in the sense of the existence of the corresponding functions of the one variable, constrained in the case of (3.16)(a) by the condition $W f \cdot W g \neq 0$. Similarly, in the case of (3.16)(b) by $W f \cdot W g$ $=$ const.

The proof of (3.16) (a) is given in Appendix C. Once the veracity of (3.16) (a) is granted, a simple proof of (3.16) (b) follows by employing the identity (3.6).

Indeed, with $\mathscr{L}_{m} F=$ const $\neq 0$, (3.6) with $m \geqslant 1$ obviously requires $\mathscr{L}_{m-1} F \cdot \mathscr{L}_{m+1} F=0$. If this were to hold with $\mathscr{L}_{m-1} F=0$, then according to (3.16)(a) $F$ would have the most general form of

$$
F=\sum_{i=1}^{m-1} f_{i}(x) g_{i}(x)
$$

which then according to the first line of (3.9) leads to $\mathscr{L}_{m} F$ $=0, \quad$ contradicting $\quad \mathscr{L}_{m} F=$ const $\neq 0$. Therefore, $\mathscr{L}_{m+1} F=0$, so that according to (3.16) (a) $F$ has the most general form

$$
F=\sum_{i=1}^{m+1} f_{i}(x) g_{i}(y) .
$$

But then according to the second line of (3.9) $\mathscr{L}_{m} F$ $=W f \cdot W g=$ const.

We conclude this section recognizing the fact that if $0 \neq F, G \in \mathscr{F}$ are related by the condition

$$
\begin{equation*}
\mathscr{L}_{1} F=\mathscr{L}_{1} G \tag{3.17}
\end{equation*}
$$

then, parametrizing equivalently these objects according to $F=e^{-\psi / 2} \cosh (\phi / 2), \quad G=e^{-\psi / 2} \sinh (\phi / 2), \quad \phi \neq 0$,
condition (3.17) can be stated in the simple form of

$$
\begin{equation*}
\psi_{x y}=\phi_{x} \phi_{y} . \tag{3.19}
\end{equation*}
$$

## IV. THE LIOUVILLE-LIKE PDE's

This section examines some PDE's constructed by using the notion of the nonlinear differential operators $\mathscr{L}_{m}, m \geqslant 1$.

We define first as the basic chain of the Liouville-like PDE's for the searched $F \in \mathscr{F}$ :

$$
\begin{equation*}
\mathscr{L}_{m} F=\epsilon, \quad \epsilon^{2}=1, \quad m=1,2, \ldots \tag{4.1}
\end{equation*}
$$

These equations together with the associated "degenerate" chain

$$
\begin{equation*}
\mathscr{L}_{m} F=0, \quad m=1,2, \ldots, \tag{4.2}
\end{equation*}
$$

include PDE's of the form

$$
\begin{equation*}
\mathscr{L}_{m} F=\text { const }, \quad m=1,2, \ldots \tag{4.3}
\end{equation*}
$$

If $F$ fulfills (4.3) with const $\neq 0$, then $F^{\prime}=a F$, $a=$ const, fulfills $\mathscr{L}_{m} F^{\prime}=$ const $\cdot a^{m+1}$. Therefore, choosing $a$ properly and dropping the prime with const $\neq 0$, (4.3) reduces to (4.1). Obviously, the proper Liouville equation (1.2) constitutes the first member of the chain (4.1) for $m=1$.

Now, we propose to consider a chain of PDE's for searched $F, G \in \mathscr{F}$,

$$
\begin{equation*}
\mathscr{L}_{m} F=G, \quad \mathscr{L}_{m} G=F, \quad m=1,2, \ldots \tag{4.4}
\end{equation*}
$$

which generalize the "double" Liouville equations (1.4), equivalent to ( 1.5 ) (b).

It is also of some interest to comment from the point of view of this paper on the nature of the differential conditions for the searched $F \in \mathscr{F}$ :

$$
\begin{equation*}
\mathscr{L}_{m}\left(\mathscr{L}_{m} F\right)=\text { const }, \quad m=1,2, \ldots \tag{4.5}
\end{equation*}
$$

The first member of these PDE's for $m=1$, $\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)=$ const will be seen to be equivalent to the biharmonic equation for the conformal factor of a two-dimensional Riemannian space, with the harmonic scalar curvature.

Of course, among the PDE's proposed above, the case of Eqs. (4.2) is the simplest. According to (3.16) (a), the most general solution to $\mathscr{L}_{m} F=0$-with $\mathscr{L}_{m-1} F \neq 0$-has the form of

$$
\begin{equation*}
F=\sum_{i=1}^{m} f_{i}(x) g_{i}(y), \quad \mathscr{L}_{m-1} F=W f \cdot W g \neq 0 \tag{4.6}
\end{equation*}
$$

In the terminology of Sec. II, it induces and is induced by the two $W$-regular curves in $\mathbf{R}^{m}, x$ and $y$ playing the role of the arbitrary parameters of these curves prohibited to be contained in any ( $m-1$ )-hyperplanes through the origin of $\mathbb{R}^{m}$.

Notice that given $F$ in the form of (4.6), the functions $f=\left\{f_{i}(x)\right\}, g=\left\{g_{i}(y)\right\} \in \mathbb{F}^{m}$ are meaningful modulo the affine transformations only:
$f^{\prime}=M f, \quad g^{\prime}=\left(M^{-1}\right)^{T} g, \quad M=$ const $\in \mathrm{GL}(m)$,
the matrices $M$ being otherwise arbitrary.
Next, examining PDE's (4.1), we observe that according to (3.16) (b) the most general solution must have the form of

$$
\begin{equation*}
F=\sum_{i=1}^{m+1} f_{i}(x) g_{i}(y) \tag{4.8}
\end{equation*}
$$

where $f=\left\{f_{i}(x)\right\}, g=\left\{g_{i}(y)\right\} \in \mathbf{F}^{m+1}$ [according to the second line of (3.9)] are constrained by the condition

$$
\begin{equation*}
W f \cdot W g=\epsilon, \tag{4.9}
\end{equation*}
$$

and are otherwise arbitrary.
Again, given the solution to (4.1) in the form (4.8) and (4.9), one easily sees that $f$ and $g$ are meaningful modulo the transformations (4.7) only, but this time with the ( $m+1$ ) $\times(m+1)$ matrix $M=$ const $\in \mathbf{G L}(m+1)$. Condition (4.9) obviously requires that both $W f$ and $W g$ be constants $\neq 0$. Using then as the special case of the transformations (4.7), $f_{i} \rightarrow \lambda f_{i}, g_{i} \rightarrow \lambda^{-1} g_{i}, \lambda=$ const $\neq 0$, one easily sees that, without losing any generality, we can always arrange that (4.9) constraining the general form of $F$ from (4.8) is fulfilled with

$$
\begin{equation*}
(W f)^{2}=1=(W g)^{2} \tag{4.10}
\end{equation*}
$$

But with the above being valid, according to the results of Sec. II, $f, g \in \mathbf{F}^{m+1}$ may be interpreted as the two $W$-regular curves in $\mathbb{R}^{m+1}$ given, respectively, in terms of their normal parameters $x$ and $y$. Thus we can interpret $f$ and $g$ from $\mathbf{F}^{m+1}$ in (4.8) as the two arbitrary $W$-regular curves in $\mathbf{R}^{m+1}$, which are forbidden to be constrained in any $m$-hyperplanes through the origin of $\mathbb{R}^{m+1}$, as given in terms of their normal parameters. Notice that with this interpretation, the most general form of the solution to (4.1) as given by (4.8) constrained by (4.10), with $f$ and $g$ from $\mathbb{F}^{m+1}$, remain arbitrary modulo (4.7) transformations, where the $(m+1) \times(m+1)$ matrix $M=$ const $\in G L(m+1)$ is constrained by $(\operatorname{det} M)^{2}=1$.

With the objectives outlined in the Introduction in mind, the basic point of this section is that, according to the properties of the mapping - given in Sec. II [i.e., that a $W$ regular curve in $\mathbb{R}^{m+1}$ (as given in terms of its normal parameter) can be always algebraically constructed from $m$ smooth functions and their derivatives up to $m+1$ order], the most general solution to (4.1) can be equivalently stated in the form
$F=(\epsilon W \dot{p} \cdot W \ddot{q})^{-1 /(m+1)}\left(1+\sum_{a=1}^{m} p_{a}(x) q_{a}(y)\right), \quad m \geqslant 1$.

The $p=\left\{p_{a}(x)\right\}$ and $q=\left\{q_{a}(y)\right\} \in \mathrm{F}^{m}$ in the above are two arbitrary smooth curves in $\mathbf{R}^{\boldsymbol{m}}$, forbidden to be constrained in any ( $m-1$ )-hyperplanes such that $\epsilon W \dot{p} \cdot W \dot{q}>0$. The solution is thus algebraically constructed from the arbitrary smooth functions $p_{a}(x), q_{a}(y)$, $a=1, \ldots, m$, and their derivative $\partial_{x}^{k} p, \partial_{y}^{k} q, k=1, \ldots, m$. This most general form of the solution to (4.1) for $m=1$ reduces precisely to (1.3), the classical result for the proper Liouville equation (1.2), ipso facto providing its proof, and hence
(4.11) is a natural generalization of (1.3) for the case of $\mathscr{L}_{m} F=\epsilon$ PDE's.

Corollary 1: The result that the most general solution to (4.1) has the form (4.11), i.e., that $F$ from (4.11) satisfies (4.1) and inversely, given $F$ fulfilling (4.1), there are $p, q \in \mathbf{F}^{m}$ such that (4.11) is true, is easily seen to admit a "complexification."

For simplicity, until now we have constrained in this text $F^{n}$ to be the set of real valued ordered $n$-tuples of smooth functions of the same real variable, and $\mathscr{F}$ to be the set of real valued smooth functions of the real variables $x$ and $y$.

A moment of reflection, however, convinces us that if $\mathrm{F}^{n}$ is interpreted as the set of the complex valued ordered $n$ tuples of the holomorphic functions of the same complex variable, and, correspondingly, $\mathscr{F}$ is interpreted as the set of the complex valued holomorphic functions of the complex variables $x$ and $y$, then the most general solution to the "complexified" PDE (4.1), indeed has the form of (4.11), with the holomorphic functions $\left\{p_{a}(x)\right\},\left\{q_{a}(y)\right\} \in \mathbb{F}^{m}$ constrained by $\epsilon W \dot{p} \cdot W \dot{q} \neq 0$, being otherwise arbitrary.

Corollary 2: The result that we are in possession of the most general solution to the PDE (4.1), either in its real or complexified version, has some interesting implications from the point of view of ODE's.

Suppose that we search the solution to (4.1) in the special case of $F=F(z), z:=x+y$. Then (4.1) reduces to the nonlinear ODE of $2 m$ differential order,

$$
\left|\begin{array}{cc}
F, & \frac{d}{d z} F \cdots\left(\frac{d}{d z}\right)^{m} F  \tag{4.12}\\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\left(\frac{d}{d z}\right)^{m} F, & \left(\frac{d}{d z}\right)^{m+1} F \cdots\left(\frac{d}{d z}\right)^{2 m} F
\end{array}\right|=\epsilon, \quad \epsilon^{2}=1 .
$$

Our general result on the level of PDE (4.1) permits us to construct easily the explicit general solution to the ODE (4.12) as endowed with the $2 m$ integration constants.

Indeed, if $F$ from (4.8) depends only on $z=x+y$, clearly $f_{i}(x)$ and $g_{i}(y)$ must have the form of

$$
\begin{align*}
f_{i} & =\sqrt{\beta_{i}} e^{\alpha_{i} x}, \quad g_{i}=\sqrt{\beta_{i}} e^{\alpha_{i} y} \\
F & =\sum_{i=1}^{m+1} \beta_{i} e^{\alpha_{i} z} \tag{4.13}
\end{align*}
$$

where $\alpha_{i}, \beta_{i}, i=1, \ldots, m+1$, are constants. With $f_{i}$ 's and $g_{i}$ 's of this form, one easily sees that

$$
\begin{align*}
& W f=M\left(\beta_{1} \cdots \beta_{m+1}\right)^{1 / 2} e^{\left(\alpha_{1}+\cdots+\alpha_{m+1}\right) x} \\
& W g=M\left(\beta_{1} \cdots \beta_{m+1}\right)^{1 / 2} e^{\left(\alpha_{1}+\cdots+\alpha_{m+1}\right) y} \tag{4.14}
\end{align*}
$$

where

$$
M:=\left|\begin{array}{ccc}
1 & \cdots & 1  \tag{4.15}\\
\alpha_{1} & & \alpha_{m+1} \\
\cdots & \cdots & \cdots \\
\alpha_{1}^{m} & \cdots & \alpha_{m+1}^{m}
\end{array}\right|
$$

is the Van der Mond determinant, so that the (4.9) condition amounts to

$$
\begin{equation*}
\beta_{1} \cdots \beta_{m+1} M^{2} e^{\left(\alpha_{1}+\cdots+\alpha_{m+1}\right) z}=\epsilon . \tag{4.16}
\end{equation*}
$$

This necessitates for $2(m+1)$ constants $\alpha_{i}$ and $\beta_{i}$ the two conditions
$\alpha_{1}+\cdots+\alpha_{m+1}=0, \quad \beta_{1} \beta_{2} \cdots \beta_{m+1} M^{2}=\epsilon$,
the second of these requiring obviously $M \neq 0$, so that necessarily $i \neq j \Rightarrow \alpha_{i}-\alpha_{j} \neq 0$. Modulo conditions (4.17), $F$ from (4.13) solves (4.12), contains $2(m+1)-2=2 m$ arbitrary constants, and hence is the most general solution of the nonlinear ODE (4.12) of the $2 m$ 's differential order.

Perhaps one could guess the general shape of the solution to (4.12) in the form of (4.13) with the constants constrained by (4.17) prima facie, but in establishing this result, our knowledge of the most general form of the solution to the PDE (4.1) was certainly useful.

Now the case of the PDE's (4.4) is much more involved than the case of PDE's of the form (4.3), where we have succeeded in establishing the most general form of their solutions as endowed with a geometric interpretation. Since we are interested only in the nontrivial solutions to these equations, $F \neq 0 \neq G$ [because (4.4) necessitates $F=0$ $\Leftrightarrow \boldsymbol{G}=0$ ], (i) by eliminating $\boldsymbol{G}$, we arrive at the necessary condition

$$
\begin{equation*}
\mathscr{L}_{m}\left(\mathscr{L}_{m} F\right)=F, \quad m \geqslant 1, \tag{4.18}
\end{equation*}
$$

and (ii) if we constrain additionally the searched $F$ and $G$ by $\mathscr{L}_{m+2} F=0 \Leftrightarrow \mathscr{L}_{m+2} G=0$, then Eqs. (4.4) admit a special solution of the form

$$
\begin{equation*}
F=\sum_{i=1}^{m+2} f_{i}(x) g_{i}(y), \quad G=\sum_{i=1}^{m+2} * f_{i} \cdot * g_{i} \tag{4.19}
\end{equation*}
$$

where $f, g \in \mathbb{F}^{m+2}$ are constrained by

$$
\begin{equation*}
(W f)^{2}=1=(W g)^{2}, \tag{4.20}
\end{equation*}
$$

and are otherwise arbitrary. This statement applies for $m \geqslant 1$.
Indeed, (4.18) is a trivial consequence of (4.4). On the other hand, with $F$ of the form of (4.19) treated as an anzatz, according to $G=\mathscr{L}_{m} F$ and the third line of (3.9), $G$ must have the form of 4 . But then according to (3.15), $F=\mathscr{L}_{m} G=\mathscr{L}_{m}\left(\mathscr{L}_{m} F\right)=(W f \cdot W g)^{m} F$ is also fulfilled iff $(W f W g)^{m}=1$. This is equivalent to $W f \cdot W g=\epsilon, \epsilon^{2}=1$, with $m=$ odd, $\epsilon$ constrained to the value $\epsilon=1$. Rescaling $f_{i}$ $\rightarrow \lambda f_{i}, g_{i} \rightarrow \lambda^{-1} g_{i}, \lambda=$ const $\neq 0$, we can always arrange that the last condition be fulfilled with (4.20) being valid.

The special solution to (4.4) described by (4.19) and (4.20) with $W f \cdot W g=\epsilon, \epsilon^{m}=1$, has of course a parallel interpretation to that given before to the solutions to $\mathscr{L}_{m} F$ $=\epsilon$, with $m \rightarrow m+1$. Thus $F$ and $G$ are induced by two $W$ regular curves in $\mathbb{R}^{m+2}$ prohibited to be contained in any ( $m+1$ )-hyperplane through the origin, with $x$ and $y$ serving as their normal parameters. From (4.19), we observe that $F$ may also be interpreted as given in the form of (4.11) with $m \rightarrow m+1$. Of course, the corresponding $G=\mathscr{L}_{m} F$ can then be evaluated in terms of $\left\{p_{a}(x)\right\},\left\{q_{a}(y)\right\} \in \mathbb{F}^{m+1}$. Observe also that $F$ and $G$ from (4.19), with $f, g \in \mathbb{F}^{m+2}$, have the relative symmetric structure, compatible with the symmetry $F \rightarrow G, G \rightarrow F$ of Eqs. (4.2), due to the involutory relations (2.6) and (2.7), which apply because of (4.20).

The question arises, "How general is the solution (4.19) and (4.20) to (4.4)?" Answering this, we claim that, for $m=1$, the solution constructed above is the most general solution to (4.4), which arose from a problem in general
relativity and motivated our interest in the chain of PDE's (4.4).

Indeed, in the case of $m=1$, (4.4) reduces to (1.5) (b) and the identity (3.6) reduces to

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)=F \mathscr{L}_{2} F \tag{4.21}
\end{equation*}
$$

Consequently, (4.18) with $F \neq 0$ is equivalent to

$$
\begin{equation*}
\mathscr{L}_{2} F=1 \tag{4.22}
\end{equation*}
$$

which was shown to possess the most general solution

$$
F=\sum_{i=1}^{3} f_{i}(x) g_{i}(y)
$$

$W f \cdot W g=1$, equivalently, $W f=\epsilon=W g, \epsilon^{2}=1$. But with $n=3$, according to (2.5), the normal parameters can be so selected that the $\epsilon$ above is constrained to the value $\epsilon=1$. Thus the most general solution to (1.5)(b) has the form of

$$
\begin{align*}
& F=\sum_{i=1}^{3} f_{i}(x) \cdot g_{i}(y), \quad G=\sum_{i=1}^{3} * f_{i} \cdot * g_{i}  \tag{4.23}\\
& W f=1=W g .
\end{align*}
$$

For the $W$-regular curves $f, g \in \mathbf{F}^{3}$ given in terms of their normal parameters $x$ and $y$, and with the first line of (2.6) being in $*$ involution to the dual curves $* f, * g \in \mathbb{F}^{3}, * * f=f$ and $* * g=g$.

The above is a rather nice result. Our original problem from general relativity admits the most explicit general solution endowed with a simple geometric interpretation. The solution to (1.5) (b) induces-and is induced by-the two arbitrary $W$-regular smooth curves in $\mathbb{R}^{3}$ given in terms of their normal parametrizations; $F$ and $G$ are constructed from these and their * dual curves. According to (4.7), given $F$ and $G, f$ and $g$ from $\mathbf{F}^{3}$ are determined, remembering that $W f=1=W g$, and, because of (2.2) (c), are arbitrary modulo (4.7) transformations with $3 \times 3$ constant $=M \in S L(3)$. The geometric interpretation given above is thus meaningful modulo SL(3) transformations of $\mathbb{R}^{3}$. Of course, $F$ from (4.23) can be also represented in the form of

$$
\begin{equation*}
F=(W \dot{p} W \dot{q})^{-1 / 3}\left(1+\sum_{a=1}^{2} p_{a}(x) q_{a}(y)\right) \tag{4.24}
\end{equation*}
$$

while $G=\mathscr{L}_{1} F$ can be elaborated in terms of $p, q \in \mathbf{F}^{2}$, accompanied by the corresponding geometric interpretation.

However, the argument considered above for the case of Eqs. (4.4) with $m=1$ does not work in the case of these equations with $m \geqslant 2$. Consider, e.g., the case of (4.4) with $m=2$. Condition (4.18), employing identity (3.7) specialized for $m=2$, reduces to

$$
\begin{equation*}
\mathscr{L}_{2}\left(\mathscr{L}_{2} F\right)=\left(\mathscr{L}_{1} F\right)^{2} \mathscr{L}_{4} F+\left(\mathscr{L}_{3} F\right)^{2} F=F . \tag{4.25}
\end{equation*}
$$

Thus, when $\mathscr{L}_{m+2} F=\mathscr{L}_{4} F=0$, indeed $F \neq 0$ constrained by $\mathscr{L}_{3} F= \pm 1$ is a solution. However, there is no $a$ priori reason why $\mathscr{L}_{4} F$ should be equal to zero. Similarly, there is no a priori reason why $\mathscr{L}_{m+2} F$ has to be equal to zero for $m>2$.

In summary, we have established the most general solution to (4.4) for $m=1$, and a nontrivial solution for $m \geqslant 2$. In the last case, the form of the general solution remains an open question.

Corollary: With $F=: e^{\phi}, G=: e^{\psi}$, (1.5)(b) assume the equivalent form of

$$
\begin{equation*}
\phi_{x y}=e^{\psi-2 \phi}, \quad \psi_{x y}=e^{\phi-2 \psi} \tag{4.26}
\end{equation*}
$$

On the other hand, for $m=2$, (4.4) using the identity (4.21), are equivalent to

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)=F G=\mathscr{L}_{1}\left(\mathscr{L}_{1} G\right) \tag{4.27}
\end{equation*}
$$

or, with $F:=e^{\phi}, \mathscr{L}_{1} F:=e^{\Omega}$ and $G:=e^{\psi}, \mathscr{L}_{1} G:=e^{\chi}$ they assume the equivalent form of

$$
\begin{array}{ll}
\phi_{x y}=e^{\Omega-2 \phi}, & \Omega_{x y}=e^{\phi+\psi-2 \Omega}  \tag{4.28}\\
\psi_{x y}=e^{\chi-2 \psi}, & \chi_{x y}=e^{\phi+\psi-2 \chi}
\end{array}
$$

Similarly, (4.4) arbitrary $m>1$ can be equivalently stated as a set of differential conditions of the second order, with the nonlinear terms involving the notion of exponentials.

Concluding this section, we should like to explain why these PDE's are of some interest in mathematical physics. Given a two-dimensional Riemannian space of signature (,+- ) in its conformally flat local representation in a chart $\{x, y\}$,

$$
\Lambda_{s}^{1} \otimes \Lambda^{1} g:=2 \phi^{-2}(x, y) d x \underset{s}{\otimes} d y
$$

the condition that its scalar curvature $R$ is harmonic, $R_{; \alpha}^{; \alpha}=0$, is easily seen to be equivalent to the biharmonic equation for the conformal factor, $\phi_{; \alpha}^{; \alpha}{ }_{; \beta}=0$, amounting to

$$
\begin{equation*}
e^{2 \phi} \partial_{x} \partial_{y}\left(e^{2 \phi} \partial_{x} \partial_{y} \phi\right)=0 \tag{4.29}
\end{equation*}
$$

The above PDE is equivalent to the statement that the searched $\phi$ fulfills

$$
\begin{equation*}
\mathscr{L}, e^{\phi} \equiv e^{2 \phi} \partial_{x} \partial_{y} \phi=A(x)-B(y) \tag{4.30}
\end{equation*}
$$

where $A$ and $B$ are arbitrary smooth functions of one variable, in the general case such that $\dot{A} \dot{B} \neq 0$.

The differential problem (4.30) had emerged as relevant in general relativity in 1962, ${ }^{7}$ and, as is well known, constitutes the key to the general nontwisting solutions of the Petrov type III of the empty space-time Einstein equations. In a somewhat different context one should also see Brans. ${ }^{8}$

Up to now, Eq. (4.30) resists all attempts to construct its most general analytic solution. A special solution to (4.30) of the form

$$
\begin{equation*}
e^{\phi}=\sqrt{\frac{2}{3}}(A-B)^{3 / 2} / \sqrt{\dot{A} \dot{B}} \tag{4.31}
\end{equation*}
$$

is well-known.
From the point of view of this paper, we observe first that with $\dot{A} \dot{B} \neq 0$, introducing in (4.30) the new independent variables $\quad x^{\prime}=A(x), \quad y^{\prime}=B(y) \quad$ and defining $\quad F$ : $=\exp \left[\phi+\frac{1}{2} \ln \dot{A} \dot{B}\right]$ after dropping out primes, the investigated PDE assumes the form of

$$
\begin{equation*}
\mathscr{L}_{1} F=x-y \tag{4.32}
\end{equation*}
$$

It follows that $\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)=1$, which coincides with (4.5) for $m=1$. This motivates our interest in the PDE's from the chain (4.5).

Of course, using identity (4.21), (4.32) implies

$$
\begin{equation*}
F \mathscr{L}_{2} F=1 \tag{4.33}
\end{equation*}
$$

Notice that if we define $F=: \sqrt{\frac{2}{3}} F^{\prime 3 / 2}$, then (4.32) assumes the form

$$
\begin{equation*}
F^{\prime} \mathscr{L}_{1} F^{\prime}=x-y . \tag{4.34}
\end{equation*}
$$

Acting on it with $\mathscr{L}_{1}$ and using (3.5) and (4.21), we infer the necessity of

$$
\begin{equation*}
F^{\prime 3} \mathscr{L}_{2} F^{\prime}+\left(\mathscr{L}_{1} F^{\prime}\right)^{3}=1 \tag{4.35}
\end{equation*}
$$

This elucidates why $F^{\prime}: x-y \Rightarrow \mathscr{L}_{1} F^{\prime}=1$ is a special solution, i.e., the mechanism of the solution (4.31), as stated in a slightly more general form.

On the other hand, if, instead of committing the independent variables to $x=A, y=B$, we just execute in (4.30) the transformation $x=x\left(x^{\prime}\right), y=y\left(y^{\prime}\right), \dot{x} \dot{y} \neq 0$, one easily sees that by dropping out primes and with $F:=e^{\phi}$ (4.30) assumes the form

$$
\begin{equation*}
\mathscr{L}_{1} F=\sum_{i=1}^{2} k_{i}(x) l_{i}(y) \tag{4.36}
\end{equation*}
$$

while the condition $\dot{A} \dot{B} \neq 0$ is now equivalent to $W k \cdot W g \neq 0$.
It easily follows that the differential problem studied in its most general branch and in coordinates arbitrary modulo $x=x\left(x^{\prime}\right), y=y\left(y^{\prime}\right), \dot{x} \dot{y} \neq 0$ is equivalent to the conditions

$$
\begin{align*}
& \mathscr{L}_{2} F \neq 0 \Rightarrow \mathscr{L}_{1} F \neq 0 \Rightarrow F \neq 0  \tag{4.37}\\
& \mathscr{L}_{2}\left(\mathscr{L}_{1} F\right)=F^{2} \mathscr{L}_{3} F+\left(\mathscr{L}_{2} F\right)^{2}=0 .
\end{align*}
$$

Notice that because of (4.21), with $\mathscr{L}{ }_{1} F \neq 0$, $\mathscr{L}_{2}\left(\mathscr{L}_{1} F\right)=0$ is also equivalent to

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)\right)=0 \tag{4.38}
\end{equation*}
$$

## V. CONCLUDING REMARKS

The PDE's studied in this paper constructed with the help of $\mathscr{L}_{m}$ nonlinear differential operators are certainly of interest as they generalize in a natural manner the Liouville equation.

Using the properties of Wronskians, we were able to find the general solutions to some of these PDE's, i.e., Eqs. (4.3) and (4.4). The latter one especially is of great importance because of its role in the problem of type N spaces. We hope that further analysis of the problems presented here allows one to find solutions to much more involved cases.

The Liouville equation has been revealed as the important one in the study of the Born-Infeld massless scalar field and in the theory of relativistic strings. ${ }^{9,10}$ Note also that this equation in three and more dimensions is of interest in connection with the soliton and field theories. ${ }^{1-13}$

We hope that our generalizations of the Liouville equation will find application not only in general relativity but also in many other domains of mathematical physics.

## APPENDIX A: PROOFS OF (2.2)(d) AND (2.2)(h) IDENTITIES

The basic difficulty in proving (2.2)(d) and (2.2)(h) for every $n \geqslant 2$ is due to the "proliferation" of $\epsilon$ 's and the order of derivatives involved in the concepts of $* *$ and $W(* f)$. More specifically, there is no obvious way to initiate the inductive process with respect to $n \geqslant 2$, and the usual combinatorics of $\epsilon$ 's and related Kronecker generalized $\delta$ 's cannot deal with the mentioned "proliferation" in an effective manner. Our proof will rely on some facts from the theory of linear ODE's, and the formal properties of the minors of the matrix of the Wronskian $\left\|f_{i}^{k}\right\|, i=1, \ldots, n$, $k=0,1, \ldots, n-1$, where $\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$. Within this proof, some
"tangential" formal properties of the elements of $F^{n}$, related to the mapping *, will emerge as of interest as such.

The minors of the Wronskian are defined for every $\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$ by

$$
\begin{gather*}
M_{i}^{k}:=(-1)^{k} \epsilon_{i p_{1} \cdots p_{k} q_{1} \cdots q_{n-k-1}} f_{p_{1}} f_{p_{2}}^{1} \cdots f_{q_{1}}^{k-1} \cdots f_{q_{n-k-1}}^{n-1}, \\
 \tag{A1}\\
i=1, \ldots, n, \quad k=0,1, . ., n-1,
\end{gather*}
$$

where the summation convention over $p$ 's and $q^{\prime}$ applies. (Furthermore, the symbols $M_{i}^{-1}$ and $M_{i}^{n}$, where the upper index exceeds the permitted range $k=0,1, \ldots, n-1$, are to be understood as zero.) This definition assures us that

$$
\begin{equation*}
f_{i}^{k} M_{i}^{l}=\delta^{k l} \cdot W f \tag{A2}
\end{equation*}
$$

and the parallel

$$
\begin{equation*}
\sum_{k=0}^{n-1} f_{i}^{k} M_{j}^{k}=\delta_{i j} \cdot W f \tag{A3}
\end{equation*}
$$

with the obvious ranges for the free indices. ${ }^{14}$
Observe that according to (2.1)

$$
\begin{equation*}
M_{i}^{n-1}=* f_{i} \tag{A4}
\end{equation*}
$$

[Formulas (A1) can be interpreted for $k=0,1, \ldots, n-1$ as defining for $k=0,1, \ldots, n-1$ the nonlinear differential mappings $\mathscr{M}^{k}: \mathbb{F}^{n} \rightarrow \mathbb{F}^{n}$. For our purposes the most important is the mapping $\mathscr{M}^{n-1}=*$, induced by the "basic minors" of the Wronskian.]

Observe also that with $\left\|M_{i}^{k}\right\|$ being the matrix of the minors of $\left\|f_{i}^{k}\right\|$ and $\operatorname{det}\left(f_{i}^{k}\right)=W f$, an elementary identity

$$
\begin{equation*}
\operatorname{det}\left(M_{i}^{k}\right):=\epsilon_{i_{1}, \ldots i_{n}} M_{i_{1}}^{0} \cdots M_{i_{n}}^{n-1}=(W f)^{n-1} \tag{A5}
\end{equation*}
$$

holds, consistent with equalities (A2) and (A3). ${ }^{15}$
After these comments concerned with the definitions and the basic properties of the minors of the Wronskian, we will now prove the following.

Lemma 1: Given any $f=\left\{f_{i}(t)\right\} \in \mathrm{F}^{n}$, there is $A:=\left\{A_{i}(t)\right\} \in \mathbb{F}^{n}$ such that

$$
\begin{equation*}
\mathscr{O} f_{i}=0, \quad \mathcal{O}:=\partial_{t}^{n}-\sum_{j=1}^{n} A_{j} \partial_{t}^{j-1} \tag{A6}
\end{equation*}
$$

and, if $f_{i}$ 's are linearly independent ( $\Leftrightarrow W f \neq 0$ ), then

$$
\begin{equation*}
A_{n}=\partial_{t} \ln (W f) \tag{A7}
\end{equation*}
$$

Suppose that $W f \neq 0$. Then $h_{i}:=|W f|^{-1 / n} F_{i}=f_{i}$, according to $(2.2)(a)$, has the property $W h=$ const $\neq 0$. This differentiated $\partial_{t}$ amounts explicitly to

$$
\begin{equation*}
\epsilon_{i_{1} \cdots i_{n}} h_{i_{1} \ldots} h_{i_{n-1}}^{n-2} h_{i_{n}}^{n}=0, \tag{A8}
\end{equation*}
$$

where $h_{i}^{k}:=(d / d t)^{k} h_{i}, k=0,1, \ldots$. From the properties of $\epsilon$ it follows then that the "vector" $h_{i}^{n}$ must be a linear combination of "vectors" $h_{i}^{k}, k=0,1, \ldots, n-2$. Therefore, there is $A^{\prime}=\left\{A^{\prime}{ }_{j}(t)\right\} \in \mathbf{F}^{n-1}$ such that

$$
\begin{equation*}
h_{i}^{n}-\sum_{j=1}^{n-1} A_{j}^{\prime} h_{i}^{j-1}=0 \tag{A9}
\end{equation*}
$$

By substituting here $h_{i}=|W f|^{-1 / n} f_{i}$ and applying the Leibnitz rule for $\partial_{t}^{k}$ acting on a product of two functions, one easily verifies that (A9) reduces to (A6), with $A_{n}$ having the form of (A7).

Let $W f=0$, so that the $n$ of $f_{i}$ 's are linearly independent. Also, let $f_{i}, i=1, \ldots, n-1$, be linearly independent, and hence there are $\lambda_{1}=\mathrm{const} \neq 0$ such that $f_{n}=\sum_{i=1}^{n-1} \lambda_{i} f_{i}$.

Repeating the argument given above, we infer the existence of $A^{\prime \prime}=\left\{A_{j}^{\prime \prime}(t)\right\} \in \mathbb{F}^{n-1}$ such that, similar to (A6),

$$
\begin{equation*}
f_{i}^{n-1}-\sum_{j=1}^{n-1} A_{j}^{\prime \prime} f_{i}^{j-1}=0, \quad i=1, \ldots, n-1 . \tag{A10}
\end{equation*}
$$

But then $f_{n}=\sum_{j=1}^{n-1} \lambda_{i} f_{i}$ must a forteriori satisfy the same ODE (A10). Then acting on (A10) with $\partial_{t}$, we conclude that there is $A \in \mathbb{F}^{n}$ such that (A6) is valid. A trivial descending induction implies that it does not matter how many of $n f_{i}$ 's are linearly independent. There is always $A \in \mathbb{F}^{n}$ such that (A6) is true for any $\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$.

Lemma 2: We claim that, modulo the existence of $\left\{A_{i}(t)\right\} \in \mathbb{F}^{n}$ established in Lemma 1 , such that (A6) is valid for every $\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$, it is true that

$$
\begin{align*}
\left(\partial_{t}-A_{n}\right) M_{i}^{k}= & -M_{i}^{k-1}-A_{k+1} M_{i}^{n-1}  \tag{A11}\\
& k=0,1, \ldots, n-1, \quad i=1, \ldots, n
\end{align*}
$$

Indeed, differentiating $\partial_{t}$ using the definition (A1) and remembering the total skewness of $\epsilon$, we have

$$
\begin{align*}
\partial_{t} M_{i}^{k}= & (-1)^{k} \epsilon_{i p_{1} \cdots p_{k} q_{1} \cdots q_{n-k-1}} \\
& \times\left\{f_{p_{1}} \cdots f_{p_{k-1}}^{k-2} f_{p_{k}}^{k} f_{q_{1}}^{k+1} \cdots f_{q_{n-k-1}}^{n-1}\right. \\
& \left.+f_{p_{1}}^{0} \cdots f_{p_{k}}^{k-1} f_{q_{1}}^{k+1} \cdots f_{q_{n-k-2}}^{n-2} f_{q_{n-k-1}}^{n}\right\} \tag{A12}
\end{align*}
$$

The term in the first line of the right-hand member of this equality, according to (A1) amounts simply to " $-M_{i}^{k-1}$." In the term from the second line, by using (A6) and remembering the total skewness of $\epsilon$, we can replace
$f_{q_{n-k-1}}^{n} \rightarrow \sum_{j=1}^{n} A_{j} f_{q_{n-k-1}}^{j-1} \rightarrow A_{n} f_{q_{n-k-1}}^{n-1}+A_{k+1} f_{q_{n-k-1}}^{k}$.
Consequently, the contribution from the second line amounts to " $A_{n} M_{i}^{k}-A_{k+1} M_{i}^{n-1}$ " and hence (A11) is true.

Let now $L:=A_{n}-\partial_{t}$ and $g_{i}:={ }^{*} f_{i} \equiv M_{i}^{n-1}$. Then (Al1) assumes the form of

$$
\begin{equation*}
L M_{i}^{k}=M_{i}^{k-1}+A_{k+1} g_{i} \tag{A13}
\end{equation*}
$$

A trivial induction establishes then that this implies for every non-negative integer $l$ :

$$
\begin{equation*}
L^{l} M_{i}^{k}=M_{i}^{k-l}+\left(\sum_{s=0}^{l-1} L^{l-1-s} A_{k+1-s}\right) g_{i} \tag{A14}
\end{equation*}
$$

Specializing this for $k=n-1$, we have

$$
\begin{equation*}
L^{l} g_{i}=M_{i}^{n-1-t}+\left(\sum_{s=0}^{l-1} L^{l-1-s} A_{n-s}\right) g_{i} \tag{A15}
\end{equation*}
$$

The last relation leads to the next lemma.
Lemma 3: There are the smooth functions $B_{s}^{l}(t)$ such that

$$
\begin{equation*}
g_{i}^{l}=(-1)^{l} M_{i}^{n-1-l}+\sum_{s=0}^{l-1} B_{s}^{l} g_{i}^{s} \tag{A16}
\end{equation*}
$$

$\square$ With (A15) valid, remembering $L:=A_{n}-\partial_{t}$, (A16) is obviously true for $l=0, \ldots, n-1$. $\quad$ This established, we propose, as the last lemma needed, the following.

Lemma 4: It is true that

$$
\begin{align*}
* * f_{i}=* g_{i}: & =(-1)^{n-1} \epsilon_{i i_{1} \cdots i_{n-1}} g_{i} g_{i_{2}}^{1} \cdots g_{i_{n-1}-2}^{n-2} \\
& =(-1)^{n-1} \epsilon_{i i_{1} \cdots i_{n-1}} M_{i_{1}}^{1} \cdots M_{i_{n-1}-1}^{n-1} \tag{A17}
\end{align*}
$$

Indeed, according to (A16), and remembering the total skewness of $\epsilon$, the last factor in the first line of (A17) can be replaced by $g_{i_{n-1}}^{n-2} \rightarrow(-1)^{n-2} M_{i}^{1}$, the contributions from $B_{s}^{n-2}$ canceling out. By a parallel argument, proceeding from the right to the left, the second factor can be replaced by $g_{i_{n-2}}^{n-3} \rightarrow(-1)^{n-3} M_{i}^{2}$, the contributions from $B_{s}^{n-3}$ canceling out. Proceeding inductively this way we end up with $g_{i_{1}} \rightarrow(-1)^{0} M_{i_{1}}^{n-1}$. Therefore, the right-hand member of the first line of (A17) amounts to

$$
\begin{align*}
* * f_{i}= & (-1)^{n-1} \cdot(-1)^{0+1+\cdots+(n-2)} e_{i i_{1} \cdots i_{n-1}} \\
& \cdot M_{i_{1}}^{n-1} M_{i_{2}}^{n-2} \cdots M_{i_{n-1}}^{1} \tag{A18}
\end{align*}
$$

Permuting now the factors from the last line to the opposite order, $M_{i_{1}}^{1} \ldots M_{i_{n-1}}^{n-1}$ and remembering the total skewness of $\epsilon$, we conclude that the equality of $* * f_{i}$ to the second line of (A17) is true.

With the established veracity of Lemmas (1-4), the proof of identities (2.2) (d) and (2.2) (h) for any $n \geqslant 2$ is now very simple. $\square$ Indeed, by contracting the equality of $* * f_{i}$ to the second line of (A17) with $M_{i}^{l}, l$ arbitrary, we have

$$
\begin{aligned}
M_{i}^{l} \cdot * * f_{i} & =(-1)^{n-1} \epsilon_{i_{1} \cdots i_{n}} M_{i_{1}}^{0} \cdots M_{i_{n}}^{n-1} \cdot \delta^{\prime 0} \\
& =(-1)^{n-1} \operatorname{det}\left(M_{i}^{k}\right) \cdot \delta^{\prime 0} \\
& =(-1)^{n-1}(W f)^{n-1} \cdot \delta^{10} \quad[\operatorname{via}(\mathrm{~A} 5)]
\end{aligned}
$$

(A19)
Then multiplying this equality by $f_{j}^{l}$ and taking the sum $\Sigma_{i=0}^{n-1}$,

$$
\begin{align*}
(-1)^{n-1}(W f)^{n-1} f_{j} & =\left(\sum_{i=0}^{n-1} f_{j}^{l} M_{i}^{l}\right) \cdot * * f_{i} \\
& =(W f) \cdot * * f_{i} \quad[\text { using (A3) }] \tag{A20}
\end{align*}
$$

Therefore, if $W f \neq 0$, necessarily

$$
\begin{equation*}
* * f_{i}=(-1)^{n-1}(W f)^{n-2} \cdot f_{i} . \tag{A21}
\end{equation*}
$$

Via the continuity argument, this also must hold with $f$ such that $W f \rightarrow 0$, so that $(2.2)(\mathrm{h})$ is true for every $n \geqslant 2$.

Similarly, we now easily prove (2.2) (d). Indeed,

$$
\begin{align*}
W(* f)= & \epsilon_{i_{1} \cdots i_{n}} g_{i_{1}}^{0} \cdots g_{i_{n}}^{n-1} \\
= & (-1)^{(n-1)+(n-2)+\cdots+1} \epsilon_{i_{1} \cdots i_{n}} M_{i_{1}}^{n-1} \\
& \times \cdots M_{i_{n}}^{0} \quad[\text { using (A16)] } \\
= & \epsilon_{i_{1} \cdots i_{n}} M_{i_{1}}^{0} \cdots M_{i_{n}}^{n-1} \\
= & (W f)^{n-1} \quad[\text { using (A5) }] . \tag{A22}
\end{align*}
$$

Therefore, (2.2) (d) and (2.2) (h) are identities for every integer $n \geqslant 2$. Also, Theorem 1 is true.

Corollary: Equality (A15) specialized for $l=n$ yields

$$
L^{n} g_{i}=\left(\sum_{s=0}^{n-1} L^{n-1-s} A_{n-s}\right) g_{i}=\left(\sum_{j=1}^{n} L^{j-1} A_{j}\right) g_{i}
$$

Therefore, while to an arbitrary $\left\{f_{i}(t)\right\} \in \mathbb{F}^{n}$ according to Lemma 1, there is associated a linear ODE

$$
\begin{equation*}
\mathcal{O} f_{i}=0, \quad \mathcal{O}:=\partial_{t}{ }^{n}-\sum_{j=1}^{n} A_{j} \partial_{t}^{j-1} \tag{A23}
\end{equation*}
$$

the functions $g_{i}:=* f_{i}$ must fulfill the somewhat conjugated linear ODE:

$$
\begin{equation*}
\mathscr{O}^{*} g_{i}=0 \quad \mathcal{O}^{*}:=L^{n}-\sum_{j=1}^{n} L^{j-1} A_{j} \tag{A24}
\end{equation*}
$$

where $L:=A_{n}-\partial_{t}$. If $W f=$ const $\Leftrightarrow A_{n}=0$, one can show that the operator $\mathscr{O}^{*}$ is just the adjoint of $\mathscr{O}$ in the standard sense, that, for every $f, g \in \mathbb{F}$,

$$
\begin{equation*}
g \cdot \mathscr{O} f-\mathscr{O}^{*} g \cdot f=\partial_{t} h \tag{A25}
\end{equation*}
$$

where

$$
h=\sum_{k, l=0}^{n-1} h_{k l}(t) f^{k}(t) g^{l}(t)
$$

$h_{k l}$ independent of $f$ and $g$.
Perhaps the notion of $\mathscr{O}^{*}$ as "conjugated" to $\mathscr{O}$ may also be of interest when $A_{n} \neq 0$, but we shall not investigate this point in the present text.

## APPENDIX B: PROOF OF (3.6) IDENTITY

Consider a matrix $M_{i j}$, with the entries in a commutative field of numbers of characteristic zero, indexed by $i, j=1, \ldots, m=\mathrm{a}$ positive integer. Understanding $\epsilon_{i_{1} \cdots i_{m}}$ $=\epsilon_{\left[i_{1} \cdots i_{m}\right]}$ as the totally skew $m$-dimensional Levi-Civita symbol normalized by $\epsilon_{1 \cdots m}=1$, and by $\delta_{i, \cdots i_{k} ; j_{l} \cdots j_{k}}$ as the generalized Kronecker $\delta$ 's, and assuming the summation convention, we have the basic identity

$$
\begin{align*}
\delta_{i_{1} \cdots i_{k} j j_{1} \cdots j_{k}}= & {[1 /(m-k)!] \epsilon_{i_{1} \cdots i_{k} s_{k+1} \cdots s_{m}} \epsilon_{j_{1} \cdots j_{k} s_{k+1} \cdots s_{k}}, } \\
& k=0,1, \ldots, m . \tag{B1}
\end{align*}
$$

Moreover, the notion of the determinant of the matrix $M_{i j}$ then has the role of a coefficient in the identities:
(a) $\epsilon_{i_{1} \cdots i_{m}} M_{i_{1} j_{1}} \cdots M_{i_{m} j_{m}}=\operatorname{det}\left(M_{p q}\right) \epsilon_{j_{1} \cdots j_{m}}$,
(b) $\epsilon_{j, \cdots j_{m}} M_{i_{1} j_{1}} \cdots M_{i_{m} j_{m}}=\operatorname{det}\left(M_{p q}\right) \epsilon_{i_{1} \cdots i_{m}}$.

The generalized minors of the matrix $M_{i j}$ are then defined as

$$
\begin{align*}
& m_{i, \cdots i_{k} ; j_{1} \cdots j_{k}} \\
& :=[1 /(m-k)!] \epsilon_{i_{1} \cdots i_{k} r_{k+1} \cdots r_{m}} \epsilon_{j, \cdots j_{k} s_{k+1} \cdots s_{m}} \\
& \quad \cdot M_{r_{k+1} s_{k+1}} \cdots M_{r_{m} s_{m}}, \quad k=0,1, \ldots, m \tag{B3}
\end{align*}
$$

Notice that for $k=0, m=\operatorname{det}\left(M_{p q}\right)$, for $k=1, m_{i, j}$ are the minors of matrix in the conventional sense, and for $k=m$, $m_{i_{1} \cdots i_{m} ; j_{1} \cdots j_{m}}=\delta_{i_{1} \cdots i_{m} ; j_{1} \cdots j_{m}}$.

Using this definition, one easily establishes with the help of (A1) and (A2) that
(a) $M_{s_{1}, i} \cdots M_{s_{k} i_{k}} m_{s_{1} \cdots s_{k} j_{1} \cdots j_{k}}=\operatorname{det}\left(M_{p q}\right) \cdot \delta_{i_{1} \cdots i_{k} j j_{1} \cdots j_{k}}$,
(b) $M_{i_{1}, s_{1}} \cdots M_{i_{k} s_{k}} m_{j_{1} \cdots j_{k} \cdot s_{1} \cdots s_{k}}=\operatorname{det}\left(M_{p q}\right) \cdot \delta_{i, \cdots i_{k} j_{1} \cdots i_{k}}$,

$$
\begin{equation*}
k=0,1, \ldots, m \tag{B4}
\end{equation*}
$$

These general rules imply that, in particular for $k=1$,

$$
\begin{equation*}
M_{s i} m_{s, j}=\operatorname{det}\left(M_{p q}\right) \cdot \delta_{i j}=M_{i s} m_{j ; s} \tag{B5}
\end{equation*}
$$

where $\delta_{i j}=\delta_{i ; j}$ are the standard Kronecker $\delta$ 's. For $k=2$, we have

$$
\begin{align*}
M_{s_{1} i_{1}} M_{s_{2} i_{2}} m_{s_{1} s_{2} ; j_{1} j_{2}} & =\operatorname{det}\left(M_{p q}\right) \delta_{i_{1} i_{2} ; j_{1} j_{2}} \\
& =M_{i_{1} s_{1}} M_{i_{2} s_{2}} m_{j_{1} j_{2} ; s_{1} s_{2}} . \tag{B6}
\end{align*}
$$

By contracting the first line of (B6) with $m_{k_{1} i_{1}} m_{k_{2} i_{2}}$ we obtain

$$
\begin{equation*}
\left[\operatorname{det}\left(M_{p q}\right)\right]^{2} m_{k_{1} k_{2} ; j_{1} j_{2}}=\operatorname{det}\left(M_{p q}\right) \cdot \delta_{i_{1} i_{2} j_{1} j_{2}} m_{k_{1} i_{1}} m_{k_{2} i_{2}} \tag{B7}
\end{equation*}
$$

This, canceled by $\operatorname{det}\left(M_{p q}\right)$, in general $\neq 0$ via the continuity argument, and, remembering that

$$
\delta_{i_{i} i_{2}, j_{1} j_{2}}=\delta_{i_{1} j_{1}} \delta_{i_{2} j_{2}}-\delta_{i_{1} j_{2}} \delta_{i_{2} j_{1}}
$$

leads to the identity

$$
\begin{equation*}
\operatorname{det}\left(M_{p q}\right) \cdot m_{i_{1} i_{2} ; j_{1} j_{2}}=m_{i_{i} ; j_{1}} \cdot m_{i_{2}: j_{2}}-m_{i_{1} ; j_{2}} \cdot m_{i_{i} ; j_{1}} \tag{B8}
\end{equation*}
$$

which is essential for our purposes.
Now using the traditional notation of $|\cdots|$ for the determinant of a matrix, one easily can show that the identity

$$
\left|\begin{array}{ll}
M_{i j} & A_{i}  \tag{B9}\\
B_{j} & 0
\end{array}\right|=-m_{i ; j} A_{i} B_{j}
$$

holds, with $i$ enumerating the entries into the rows and $j$ into the columns of the determinant of the $(m+1) \times(m+1)$ matrix in the left-hand member of the identity above. The $M_{i j}, A_{i}$, and $B_{j}$ are arbitrary with $i, j=1, \ldots, m$, in the above.

Slightly more difficult to demonstrate using the concepts above is the identity

$$
\left|\begin{array}{ccc}
M_{i j} & A_{i} & C_{i}  \tag{B10}\\
B_{j} & 0 & 0 \\
D_{j} & 0 & 0
\end{array}\right|=m_{i_{1} i_{2} j_{1} j_{2}} A_{i_{1}} C_{i_{2}} B_{j_{1}} D_{j_{2}}
$$

Again, the $i$ 's enumerate the rows of the $(m+2) \times(m+2)$ matrix on the left-hand side, whose determinant is to be taken. Correspondingly, the $j$ 's enumerate the columns. Of course, in (B10), $M_{i j}, A_{i}, C_{i}, B_{j}, D_{j}$ are arbitrary with $i, j=1, \ldots, m$.

Contracting now (B8) with $A_{i_{1}} C_{i_{2}} B_{j_{1}} D_{j_{2}}$ and using (B9) and (B10), we arrive at the identity

$$
\begin{align*}
\left|M_{i j}\right| & \cdot\left|\begin{array}{ccc}
M_{i j} & A_{i} & C_{i} \\
B_{j} & 0 & 0 \\
D_{j} & 0 & 0
\end{array}\right| \\
& =\left|\begin{array}{cc}
M_{i j} & A_{i} \\
B_{i} & 0
\end{array}\right| \cdot\left|\begin{array}{ll}
M_{i j} & C_{i} \\
D_{j} & 0
\end{array}\right|-\left|\begin{array}{cc}
M_{i j} & A_{i} \\
D_{j} & 0
\end{array}\right| \cdot\left|\begin{array}{ll}
M_{i j} & C_{i} \\
B_{j} & 0
\end{array}\right| . \tag{B11}
\end{align*}
$$

Now we claim, using the same notation, a more general identity

$$
\begin{align*}
\left|M_{i j}\right| & \left|\begin{array}{ccc}
M_{i j} & A_{i} & C_{i} \\
B_{j} & E & G \\
D_{j} & H & F
\end{array}\right| \\
& =\left|\begin{array}{cc}
M_{i j} & A_{i} \\
B_{j} & E
\end{array}\right| \cdot\left|\begin{array}{cc}
M_{i j} & C_{i} \\
D_{j} & F
\end{array}\right|-\left|\begin{array}{cc}
M_{i j} & A_{i} \\
D_{j} & H
\end{array}\right| \cdot\left|\begin{array}{cc}
M_{i j} & C_{i} \\
B_{j} & G
\end{array}\right|, \tag{B12}
\end{align*}
$$

with $M_{i j}, A_{i}, C_{i}, B_{j}, D_{j}, E, F, G$, and $H$ arbitrary.
Indeed, ( $B 12$ ) is true because one easily sees via an elementary argument that the coefficients of the arbitrary $E, F$, $G$, and $H$ are the same on both sides of (B12). It follows that for (B12) to hold it is sufficient to verify its validity with
$E=F=G=H=0$. Of course, this amounts to the already established (B11). ${ }^{16}$

With the identity (B12), we can identify the entries of the $(m+2) \times(m+2)$ determinant in the left-hand member of (B12) with the entries of the determinant for $\alpha_{m+1} F$ according to the scheme

$$
\begin{align*}
& \left|\begin{array}{ccc}
F \cdots \partial_{x}^{m-1} F & \partial_{x}^{m} F & \partial_{x}^{m+1} F \\
\cdots \cdots \cdots \cdots & \cdots \cdots & \cdots \cdots \cdots \\
\cdots \cdots & \cdots & \cdots \\
\partial_{y}^{m-1} F \cdots \partial_{x}^{m-1} \partial_{y}^{m-1} F & \partial_{x}^{m} \partial_{y}^{m-1} F & \partial_{x}^{m+1} \partial_{y}^{m-1} F \\
\partial_{y}^{m} F \cdots \partial_{x}^{m-1} \partial_{y}^{m} F & \partial_{x}^{m} \partial_{y}^{m} F & \partial_{x}^{m+1} \partial_{y}^{m} F \\
\partial_{y}^{m+1} F \cdots \partial_{x}^{m-1} \partial_{y}^{m+1} F & \partial_{x}^{m} \partial_{y}^{m+1} F & \partial_{x}^{m+1} \partial_{y}^{m+1} F
\end{array}\right| \\
& \quad=:\left|\begin{array}{lll}
M_{i j} & A_{i} & C_{i} \\
B_{j} & E & G \\
D_{j} & H & F
\end{array}\right| . \tag{B13}
\end{align*}
$$

Using the definitions above, one easily sees that

$$
\begin{align*}
\mathscr{L}_{1}\left(\mathscr{L}_{m} F\right)= & \mathscr{L}_{m} F \cdot \partial_{x} \partial_{y} \mathscr{L}_{m} F-\partial_{y} \mathscr{L}_{m} F \cdot \partial_{x} \mathscr{L}_{m} F \\
= & \left|\begin{array}{ll}
M_{i j} & A_{i} \\
B_{j} & E
\end{array}\right| \cdot\left|\begin{array}{ll}
M_{i j} & C_{i} \\
D_{j} & F
\end{array}\right| \\
& -\left|\begin{array}{ll}
M_{i j} & A_{i} \\
D_{j} & H
\end{array}\right| \cdot\left|\begin{array}{ll}
M_{i j} & C_{i} \\
B_{j} & G
\end{array}\right| . \tag{B14}
\end{align*}
$$

By comparing (B13) and (B14) with the identity (B12), we conclude that for every $F \in \mathscr{F}$ and $m=1,2, \ldots$ it is true that

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{m} F\right)=\mathscr{L}_{m-1} F \mathscr{L}_{m+1} F \tag{B15}
\end{equation*}
$$

It is now convenient to formally extend the validity of this identity for all integers $m$. Understanding $\mathscr{L}_{0} F:=F$, it is natural to define

$$
\begin{equation*}
\mathscr{L}_{-1} F:=1, \quad \mathscr{L}_{-2} F=\mathscr{L}_{-3} F=\cdots:=0 \tag{B16}
\end{equation*}
$$

which consistently assures us that (B15) is indeed valid for all integer $m$ 's.

For $m=1$, (B15) amounts to

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{1} F\right)=F \mathscr{L}_{2} F \tag{B17}
\end{equation*}
$$

Substituting the above $F \rightarrow \mathscr{L}_{m} F$, we have

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{1}\left(\mathscr{L}_{m} F\right)\right)=\mathscr{L}_{m} F \cdot \mathscr{L}_{2}\left(\mathscr{L}_{m} F\right) \tag{B18}
\end{equation*}
$$

On the other hand, using the representation of $\mathscr{L}_{1} F$ in the form of $F^{2} \mathscr{L}_{x} \mathscr{L}_{y} \ln F$, one easily finds that the operation $\mathscr{L}_{1}$ has the property

$$
\begin{equation*}
F, G \in \mathscr{F} \Rightarrow \mathscr{L}_{1}(F G)=G^{2} \mathscr{L}_{1} F+F^{2} \mathscr{L}_{1} G \tag{B19}
\end{equation*}
$$

Consequently, acting on both sides of (B15) with $\mathscr{L}_{1}$ and employing (B18) and (B19), we have

$$
\begin{aligned}
\mathscr{L}_{m} F \cdot \mathscr{L}_{2}\left(\mathscr{L}_{m} F\right)= & \left(\mathscr{L}_{m-1} F\right)^{2} \mathscr{L}_{1}\left(\mathscr{L}_{m+1} F\right) \\
& +\left(\mathscr{L}_{m+1} F\right)^{2} \cdot \mathscr{L}_{1}\left(\mathscr{L}_{m-1} F\right) \\
= & \left(\mathscr{L}_{m-1} F\right)^{2} \mathscr{L}_{m} F \cdot \mathscr{L}_{m+2} F \\
& +\left(\mathscr{L}_{m+1} F\right)^{2} \cdot \mathscr{L}_{m-2} F \cdot \mathscr{L}_{m} F
\end{aligned}
$$

[using (B15)].

Canceling this by $\mathscr{L}_{m} F$ in general $\neq 0$, via the continuity argument, we arrive at the identity

$$
\begin{align*}
\mathscr{L}_{2}\left(\mathscr{L}_{m} F\right)= & \left(\mathscr{L}_{m-1} F\right)^{2} \cdot \mathscr{L}_{m+2} F \\
& +\left(\mathscr{L}_{m+1} F\right)^{2} \cdot \mathscr{L}_{m-2} F \tag{B21}
\end{align*}
$$

which is valid for all integers $m$. In particular,

$$
\begin{equation*}
\mathscr{L}_{2}\left(\mathscr{L}_{1} F\right)=F^{2} \mathscr{L}_{3} F+\left(\mathscr{L}_{2} F\right)^{2} \tag{B22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}_{2}\left(\mathscr{L}_{2} F\right)=\left(\mathscr{L}_{1} F\right)^{2} \mathscr{L}_{4} F+\left(\mathscr{L}_{3} F\right)^{2} F \tag{B23}
\end{equation*}
$$

Notice that a direct proof of (B21) based only on the definition of $\mathscr{L}_{m}$ operations, without employing (B15) and the (B19) property of $\mathscr{L}_{1}$, would be highly nontrivial. In the initial stages of this paper, (B22) has been proved in particular via the direct computation, with the assistance of Dr. Alberto García-Díaz, whose help is gratefully appreciated. At this stage of trying to find some formal properties of $\mathscr{L}_{k}\left(\mathscr{L}_{1} F\right)$, with at least one of the indices being an arbitrary integer, this question appeared to be an extremely messy algebraical problem.

The general problem of the result of the iteration of the $\mathscr{L}_{m}$ operations, i.e., $\mathscr{L}_{k}\left(\mathscr{L}_{l} F\right)=$ ?, to which we have now the answer for $k=1,2$ and $l$ arbitrary, remains as a rather nontrivial algebraic problem.

One easily sees from the definition of $\mathscr{L}_{m}$ that

$$
\begin{equation*}
\mathscr{L}_{m} F=\mathscr{L}_{m-1} F \cdot \partial_{x}^{m} \partial_{y}^{m} F+\cdots \tag{B24}
\end{equation*}
$$

where "..." denotes the terms constructed from the derivatives of $F$ of the differential order $\leqslant 2 m-1$.

It follows that

$$
\begin{align*}
\mathscr{L}_{n}\left(\mathscr{L}_{m} F\right)= & \mathscr{L}_{m-1} F \cdot \mathscr{L}_{n-1}\left(\mathscr{L}_{m} F\right)  \tag{B25}\\
& \cdot \partial_{x}^{n+m} \partial_{y}^{n+m} F+\cdots
\end{align*}
$$

where "..." denotes the terms algebraically constructed from the derivatives of $F$ of the differential order $\leqslant 2(n+m)-1$. If we wish to express this statement in terms of the $\mathscr{L}_{m}$ operators, multiplying (B25) by $\mathscr{L}_{n+m-1} F$ and employing (B24), we arrive at

$$
\begin{align*}
& \mathscr{L}_{n+m-1} F \cdot \mathscr{L}_{n}\left(\mathscr{L}_{m} F\right) \\
& \quad=\mathscr{L}_{m-1} F \cdot \mathscr{L}_{n-1}\left(\mathscr{L}_{m} F\right) \cdot \mathscr{L}_{n+m} F+\cdots \tag{B26}
\end{align*}
$$

The dots denote the terms algebraically constructed from the derivatives of $F$ of the differential order $\leqslant 2(n+m)-1$.

On the basis of intuitive arguments, we conjecture that the "..." terms described above consist of the algebraic constructs made of $\mathscr{L}_{m} F, m=0,1, \ldots, k \leqslant 2(m+n)-1$. We believe that it would be of interest to determine the explicit form of the "..." terms in (B26), determining this way the "algebra" of the composition of the $\mathscr{L}_{m}$ operators, $\left(\mathscr{L}_{n} \circ \mathscr{L}_{m}\right) F:=\mathscr{L}_{n}\left(\mathscr{L}_{m} F\right)$, which is obviously associative. ${ }^{17}$

## APPENDIX C: PROOF OF (3.16a)

$\square$ Using the traditional explicit notation for the determinants for $\mathscr{L}_{m} F$ as defined by (3.1), we have

$$
\left.\mathscr{L}_{m} F:=\left\lvert\, \begin{array}{rrrr}
F, & \partial_{x} F, & \ldots, & \partial_{x}^{m} F  \tag{Cl}\\
\partial_{y} F, & \partial_{y} \partial_{x} F, & \ldots, & \partial_{y} \partial_{x}^{m} F \\
\cdots & \cdots & \cdots & \ldots
\end{array}\right.\right] \cdot \cdots, ~ .
$$

Since the derivative of a determinant equals the sum of
determinants with initial columns successively differentiated, we also have

Now $\mathscr{L}_{m} F=0$ implies that the last column of (C1) must be a linear combination of the first $m$ columns, i.e., there are $A_{j}(x, y), j=1, \ldots, m$, such that

$$
\begin{equation*}
\mathscr{L}_{m} F=0 \Rightarrow \partial_{y}^{k} \partial_{x}^{m} F=\sum_{j=1}^{m} A_{j} \partial_{y}^{k} \partial_{x}^{j-1} F, \quad k=0, \ldots, m \tag{C2}
\end{equation*}
$$

Similarly, if $\partial_{x} \mathscr{L}_{m} F=0$, via the same argument there are $A_{j}^{\prime}(x, y), j=1, \ldots, m$, such that

$$
\begin{align*}
& \partial_{x} \mathscr{L}_{m} F=0 \\
& \quad \Rightarrow \partial_{y}^{k} \partial_{x}^{m+1} F=\sum_{j=1}^{m} A_{j}^{\prime} \partial_{y}^{k} \partial_{x}^{j-1} F, \quad k=0, \ldots, m . \tag{C3}
\end{align*}
$$

In particular, ( C 2 ) for $k=0$ is given by
$\mathscr{L}_{m} F=0 \Rightarrow \partial_{x}^{m} F=\sum_{j=1}^{m} A_{j} \partial_{x}^{j-1} F$.
Acting on the above with $\partial_{y}^{k}$ and applying Leibnitz's rule,
$\mathscr{L}_{m} F=0$

$$
\begin{gather*}
\Rightarrow \partial_{y}^{k} \partial_{x}^{m} F=\sum_{j=1}^{m} \sum_{l=0}^{k}\binom{k}{l} \partial_{y}^{k-l} A_{j} \cdot \partial_{y}^{l} \partial_{x}^{j-1} F \\
k=1, \ldots, m \tag{C5}
\end{gather*}
$$

However, the term in the right-hand side cancels with the left-hand member when the summation index $l$ equals $k$ because of (C2). Hence

$$
\begin{gather*}
\mathscr{L}_{m} F=0 \Rightarrow \sum_{j=1}^{m} \sum_{l=0}^{k-1}\binom{k}{l} \partial_{y}^{k-l} A_{j} \cdot \partial_{y}^{l} \partial_{x}^{j-1} F=0, \\
k=1, \ldots, m . \tag{C6}
\end{gather*}
$$

A parallel argument applies to the case of (C3). Specializing for $k=0$, we have

$$
\begin{equation*}
\partial_{x} \mathscr{L}_{m} F=0 \Rightarrow \partial_{x}^{m+1} F=\sum_{j=1}^{m} A_{j}^{\prime} \partial_{x}^{j-1} F, \tag{C7}
\end{equation*}
$$

and acting on it with $\partial_{y}^{k}$,

$$
\begin{align*}
& \partial_{x} \mathscr{L}_{m} F=0 \\
& \Rightarrow \partial_{y}^{k} \partial_{x}^{m+1} F \\
& =\sum_{j=1}^{m} \sum_{l=0}^{k}\binom{k}{l} \partial_{y}^{k-l} A_{j}^{\prime} \cdot \partial_{y}^{l} \partial_{x}^{j-1} F \\
& k=1, \ldots, m \tag{C8}
\end{align*}
$$

Similarly, the entry in the summation over $l, l=k$, because of (C3) cancels out with the left-hand member, and we are left with the conditions

$$
\begin{align*}
& \partial_{x} \mathscr{L}_{m} F=0 \\
& \quad \Rightarrow \sum_{j=1}^{m} \sum_{l=0}^{k-1}\binom{k}{l} \partial_{y}^{k-l} A_{j}^{\prime} \cdot \partial_{y}^{l} \partial_{x}^{j-1} F=0, k=1, \ldots, m, \tag{C9}
\end{align*}
$$

which, with $A_{j}^{\prime} \rightarrow A_{j}$, formally coincide with (C6).
Lemma: Conditions (C6) imply that, for every $k=1, \ldots, m$,

$$
\begin{align*}
h_{k, l}:= & \sum_{j=1}^{m} \partial_{y}^{k-l} A_{j} \\
& \cdot \partial_{y}^{l} \partial_{x}^{j-1} F=0, \quad \text { for every } l=0,1, \ldots, k-1 \tag{C10}
\end{align*}
$$

We prove the above by induction. For $k=1$, (C6) reduces to

$$
\sum_{j=1}^{m} \partial_{y} A_{j} \cdot \partial_{x}^{j-1} F=0
$$

and ( C 10 ) is true, $h_{1,0}=0$. Assume then ( C 10 ) for some $k \rightarrow k_{0}, 1 \leqslant k_{0}<m$, i.e., $h_{\kappa_{0}, l}=0, l=0, \ldots, k_{0}-1$. However, according to the definition of $h_{k, l}$ : $\partial_{\boldsymbol{y}} h_{k, l}$ $\equiv h_{i_{0}+1, l}+h_{k_{\mathrm{o}}+1, l+1}$. Consequently,

$$
\begin{equation*}
h_{k_{0}+1, l}+h_{k_{0}+1, l+1}=0, l=0,1, \ldots, k_{0}-1 \tag{C11}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
h_{k_{0}+1, l}=(-1)^{\prime} h_{k_{0}+1,0}, \quad l=0,1, \ldots, k_{0} \tag{C12}
\end{equation*}
$$

On the other hand, (C6) specialized for $k \rightarrow k_{0}+1$ requires

$$
\begin{equation*}
\sum_{l=0}^{k_{11}}\binom{k_{0}+1}{l} h_{k_{0}+1, l}=0 \tag{C13}
\end{equation*}
$$

Using (C12), because

$$
\begin{aligned}
\sum_{l=0}^{k_{0}}(-1)^{l}\binom{k_{0}+1}{l} & =(1-1)^{k_{0}+1}-(-1)^{k_{0}+1} \\
& =(-1)^{k_{0}}
\end{aligned}
$$

we see that this condition implies $h_{k_{0}+1,0}=0$. So that, according to ( Cl 2 ),

$$
\begin{equation*}
h_{k_{0}+1, l}=0, \quad l=0,1, \ldots, k_{0} \tag{C14}
\end{equation*}
$$

which completes the inductive proof of ( Cl 0 ).
Now we are sufficiently prepared to demonstrate the veracity of (3.16)(a). Indeed, with $\mathscr{L}_{m} F=0$, the condition (C6) according to (C10) implies

$$
\begin{align*}
& h_{k, k-1}=0, \quad k=1, \ldots, m, \text { i.e. } \\
& \sum_{j=1}^{m} \partial_{y} A_{j} \cdot \partial_{y}^{k-1} \partial_{x}^{j-1} F=0, \quad k=1, \ldots, m . \tag{C15}
\end{align*}
$$

But the matrix $\left\|\partial_{y}^{k-1} \partial_{x}^{j-1} F\right\|, k, j=1, \ldots, m$, has determinant equal to $\mathscr{L}_{m-1} F$. Therefore, if it is assumed that $\mathscr{L}_{m-1} F \neq 0$, the matrix is invertible. Then (C15) implies $\partial_{y} A_{j}=0 \Rightarrow A_{j}=A_{j}(x)$. It follows that $F$ must satisfy (C4), which reduces to a linear ODE:

$$
\begin{equation*}
\left(\partial_{x}^{m}-\sum_{j=1}^{m} A_{j}(x) \partial_{x}^{j-1}\right) F=0 \tag{C16}
\end{equation*}
$$

Understanding by $f_{i}(x), i=1, \ldots, m$, the linearly independent solutions to this linear ODE, $F$ must have the form of

$$
\begin{equation*}
F=\sum_{i=1}^{m} f_{i}(x) g_{i}(y) \tag{C17}
\end{equation*}
$$

where the $g_{i}$ 's are "integration constants." Therefore (3.16) (a) is true.
'Y. Liouville, J. Math. Pure Appl. 18, 71 (1853); see also A. R. Forsyth, Theory of Differential Equations (Dover, New York, 1959), Vol. VI.
${ }^{2}$ F. A. E. Pirani, D. C. Robinson, and W. F. Shadwick, Local Jet Bundle Formulation of Bäcklund Transformations (Reidel, Boston, 1979).
3"Automatically" in a parallel sense, e.g., a differential manifold automatically carries the Grassman-Cartan algebra.
${ }^{4}$ A reader unaccustomed to work with Levi-Civita $\epsilon$ 's and generalized Kronecker $\delta$ 's may find the reference J. L. Synge and A. Schild, Tensor Calculus (Dover, New York, 1978) useful. Of course, in (2.1) the summation convention is assumed. Since we do not need to distinguish "covariant" and "contravariant" indices, the last convention is understood as applying with respect to the indices.
${ }^{5}$ S. Hoene-Wroński was perhaps the first who was aware of this interpretation.
${ }^{6}$ The condition $\lambda_{i} f_{i}(t)=0$, with smooth $f_{i}$ 's and $\lambda_{i}=$ const, $\Sigma_{i=0}^{n}\left|\lambda_{i}\right| \neq 0$ implies $\lambda_{i} f_{i}^{k}=0, k=0,1, \ldots, m-1$. Hence $\operatorname{det}\left(f_{i}^{k}\right)=W f$ must vanish. If $W f=0$, the implication from the text follows.
${ }^{7}$ I. Robinson and A. Trautman, Proc. R. Soc. London Ser. A 265, 463 (1962).
${ }^{8}$ C. H. Brans, J. Math. Phys. 12, 1616 (1971).
${ }^{9}$ B. M. Barbashov, V. V. Nesterenki, and A. M. Chervyakov, J. Phys. A 13, 301 (1980).
${ }^{10}$ B. M. Barbashov, V. V. Nesterenko, and A. M. Chervyakov, Commun. Math. Phys. 84, 471 (1982).
${ }^{11}$ G. Leibbrant, S. Wang, and N. Zamani, J. Math. Phys. 23, 1566 (1982).
${ }^{12}$ G. Leibbrant, "Do Liouville's solutions possess topological charge?," in Wave Phenomena: Modern Theory and Applications, edited by C. Roger and T. B. Moodie (North-Holland, Amsterdam, 1984).
${ }^{13}$ Y. Matsuno, J. Math. Phys. 28, 2317 (1987).
${ }^{14}$ The notion of $f_{i}^{k}:=(d / d t)^{k} f_{i}$ forces $k$ to have the range $k=0,1, \ldots, n-1$ in (A2). The summation conversion applies with respect to indices written on "covariant" level. In (A3) we have used the explicit sum symbol dealing with "contravariant" indices. The validity of (A2) is a direct consequence of (A1). Equation (A2) is in the notation specialized for the considered case, with $M_{i}^{k}$ being the minors of $\left\|f_{i}^{k}\right\|$, an elementary property of the minors of a matrix.
${ }^{15}$ By taking the determinant of (A2), we have $W f \cdot \operatorname{det}\left(M_{i}^{k}\right)=(W f)^{n}$. Thus if $W f \neq 0, \operatorname{det}\left(M_{i}^{k}\right)=(W f)^{n-1}$. By the continuity argument, this must be valid also with $W f \rightarrow 0$.
${ }^{16}$ Perhaps (B12) also may be of interest as an algorithm that facilitates the evaluation of $(m+2) \times(m+2)$ determinants of rank $m$, reducing it to the evaluation of the $(m+1) \times(m+1)$ determinants.
${ }^{17} \mathrm{~A}$ hint for the reader potentially interested in this point: the basic difficulty in generalizing $\mathscr{L}_{n}\left(\mathscr{L}_{m} F\right)=$ known result in terms of $\mathscr{L}_{k} F$, for $n=1,2$, amounts to the fact that while $\mathscr{L}_{1}$ has the "distributive" property (B19), it seems that $\mathscr{L}_{2}(F \cdot G)$ cannot be directly expressed as algebraically constructed from $\mathscr{L}_{m} F, m=0,1,2$.
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Starting with a formula by Noble [Proc. Cambridge Philos. Soc. 59, 363 (1963), Eq. (16)] for a certain sum of products of Jacobi polynomials, another sum of this type is evaluated.

## I. INTRODUCTION

In the course of our (as yet unfinished) investigation of the inviscid, incompressible flow of a rotating fluid shell confined between concentric, spherical, corotating rigid walls, we encountered a certain sum of products of Jacobi polynomials. We needed to evaluate

$$
\begin{align*}
P(\mu, l, x)= & \sum_{k=0}^{\infty} \frac{(2 k+\mu+l)}{(k+\mu)(k+l+\mu)} \\
& \times P_{k}^{(\mu+l-1)}(x) P_{k+l}^{(\mu-l,-1)}(x), \tag{1a}
\end{align*}
$$

where $l$ is a non-negative integer. The $P_{n}^{(\alpha, \beta)}(x)$ are the Jacobi polynomials ${ }^{1}$ given by

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x)= & {\left[(\alpha+1)_{n} / n!\right] } \\
& \times{ }_{2} F_{1}[n+\alpha+\beta+1,-n ; 1+\alpha ;(1-x) / 2]
\end{aligned}
$$

$$
\begin{align*}
= & \frac{(\alpha+1)_{n}}{n!} \sum_{s=0}^{n} \frac{(n+\alpha+\beta+1)_{s}(-n)_{s}}{s!(1+\alpha)_{s}} \\
& \times\left(\frac{1-x}{2}\right)^{s}, \tag{1b}
\end{align*}
$$

where $(z)_{n}=\Gamma(z+n) / \Gamma(z)$. In this paper it is shown that $P(\mu, l, x)=\left[((1-x) / 2)^{-\mu} / \mu\right] \delta_{0, l} \quad(-1<x<1, \mu \neq 0)$,
where $\delta_{0, l}$ is the Kronecker delta function.
To evaluate $P(\mu, l, x)$ for $l>1$, it was convenient to evaluate first a more general sum of products of Jacobi polynomials, which can then be related to $P$ by considering a special case. The evaluation of $P(\mu, 0, x)$ requires a separate treatment.

## II. GENERAL FORMULA

We shall evaluate the sum

$$
\begin{equation*}
Q(a, b ; l, m ; x)=\sum_{k=0}^{\infty} \frac{(k+m)!\Gamma(a+b-l+k+2 m)(2 k+2 m-l+a+b)}{\Gamma(a+k+m+1) \Gamma(b+k+m+1)} P_{k+m}^{(a-l-1, b)}(x) P_{k}^{(a+m, b-l+m-1)}(x), \tag{3}
\end{equation*}
$$

where $l$ and $m$ are non-negative integers.
We start with a formula by Noble, ${ }^{2}$

$$
\begin{align*}
S(a, b, c ; x, y) & =\sum_{k=0}^{\infty} \frac{k!(c+1)_{k}(2 k+c+1)}{(a+1)_{k}(b+1)_{k}} P_{k}^{(c-b, b)}(x) P_{k}^{(a, c-a)}(y) \\
& =\frac{\Gamma(a+1) \Gamma(b+1)}{\Gamma(c+1) \Gamma(a+b-c)} 2^{c+1}(1+x)^{-b}(1-y)^{-a}(x-y)^{a+b-c-1} \Delta(x, y) \tag{4}
\end{align*}
$$

where

$$
\Delta(x, y)=\left\{\begin{array}{l}
1, \text { if }-1 \leqslant y<x \leqslant 1, \\
0, \text { if }-1 \leqslant x<y \leqslant 1 .
\end{array}\right.
$$

Setting $a+b-c-1=l$ (a non-negative integer), and differentiating $m$ times with respect to $y$, we obtain in the limit $y \rightarrow x$

$$
\begin{align*}
R(a, b ; l, m ; x) & =\lim _{y \rightarrow x} \frac{\partial^{m}}{\partial y^{m}} S(a, b, a+b-l-1 ; x, y) \\
& = \begin{cases}0, & \text { if } m \leqslant l, \\
\frac{\Gamma(a+1) \Gamma(b+1) \Gamma(a+m-l) m!}{\Gamma(a+b-l) \Gamma(a) l!(m-l)!}(-1)^{l} 2^{a+b-l}(1+x)^{-b}(1-x)^{-a-m+l}, & \text { if } m \geqslant l,\end{cases} \tag{5}
\end{align*}
$$

for $-1<x<1$. We now use the formula for differentiating the Jacobi polynomials, ${ }^{1}$

$$
\begin{equation*}
\frac{d^{m}}{d y^{m}} P_{k}^{(\alpha, \beta)}(y)=2^{-m}(\alpha+\beta+k+1)_{m} P_{k-m}^{(\alpha+m, \beta+m)}(y) \tag{6}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
R(a, b ; l, m ; x)=2^{-m} \sum_{k=m}^{\infty} \frac{k!(a+b-l)_{k+m}(2 k+a+b-l)}{(a+1)_{k}(b+1)_{k}} P_{k}^{(a-l-1, b)}(x) P_{k-m}^{(a+m, b-l+m-1)}(x) \tag{7}
\end{equation*}
$$

Here we have used the recursion relation satisfied by the $P_{n}^{(\alpha, \beta)}(x)$,

$$
\begin{align*}
& 2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta) P_{n+1}^{(\alpha, \beta)}(x) \\
& \quad=(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+1)(2 n+\alpha+\beta) x P_{n}^{(\alpha, \beta)}(x)+(2 n+\alpha+\beta+1)\left(\alpha^{2}-\beta^{2}\right) P_{n}^{(\alpha, \beta)}(x) \\
& \quad-2(n+\alpha)(n+\beta)(2 n+\alpha+\beta+2) P_{n-1}^{(\alpha, \beta)}(x) \tag{8}
\end{align*}
$$

to verify that $P_{n}^{(\alpha, \beta)}(x)=0$ when $n$ is a negative integer. Shifting the summation index in Eq. (7) and noting that $R$ is proportional to $Q$, we obtain finally

$$
Q(a, b ; l, m ; x)= \begin{cases}0, & \text { if } m<l,  \tag{9}\\ (-1)^{l} 2^{a+b+m-l}\binom{m}{l}(a)_{m-l}(1+x)^{-b}(1-x)^{-a-m+l}, & \text { if } m \geqslant l,\end{cases}
$$

where $\binom{m}{l}=m!/ l!(m-l)!$ is the binomial coefficient.

## III. EVALUATION OF P $(\mu, l, x)$

## A. Case $>1$

Since $l \geqslant 1$, the function $P(\mu, l, x)$ can be related to $Q(a, b ; l, m ; x)$ by setting $a=\mu+1, b=1$, and $m=l-1$. Then we have

$$
\begin{align*}
Q(\mu+1,1 ; l, l-1 ; x)= & \sum_{k=0}^{\infty} \frac{(2 k+\mu+l)}{(k+l)(k+\mu+l)} \\
& \times P_{k}^{(\mu+l,-1)}(x) P_{k+l-1}^{(\mu-l, 1)}(x)=0, \tag{10}
\end{align*}
$$

because $m=l-1<l$.
We can now express $P_{n-1}^{(\alpha, 1)}(x)$ in terms of $P_{n}^{(\alpha,-1)}(x)$ as follows. Set $\beta=0$ in the contiguous relations, ${ }^{1}$

$$
\begin{align*}
& (\alpha+\beta+2 n) P_{n}^{(\alpha, \beta-1)}(x) \\
& \quad=(\alpha+\beta+n) P_{n}^{(\alpha, \beta)}(x)+(\alpha+n) P_{n-1}^{(\alpha, \beta)}(x) \tag{11a}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{2}(\alpha+\beta+2 n)(1+x) P_{n-1}^{(\alpha, \beta+1)}(x) \\
& \quad=(\beta+n) P_{n-1}^{(\alpha, \beta)}(x)+n P_{n}^{(\alpha, \beta)}(x) \tag{11b}
\end{align*}
$$

Then for $n \geqslant 1$,

$$
\begin{equation*}
P_{n-1}^{(\alpha, 0)}(x)+P_{n}^{(\alpha, 0)}(x)=((2 n+\alpha) / 2 n)(1+x) P_{n-1}^{(\alpha, 1)}(x), \tag{12}
\end{equation*}
$$

from Eq. (11b), and

$$
\begin{equation*}
P_{n-1}^{(\alpha, 0)}(x)+P_{n}^{(\alpha, 0)}(x)=((\alpha+2 n) /(\alpha+n)) P_{n}^{(\alpha,-1)}(x) \tag{13}
\end{equation*}
$$

from Eq. (11a), so that for $n \geqslant 1$,

$$
\begin{equation*}
P_{n-1}^{(\alpha, 1)}(x)=[2 n /(\alpha+n)(1+x)] P_{n}^{(\alpha,-1)}(x) . \tag{14}
\end{equation*}
$$

Substituting this result in Eq. (10) with $n=k+l$ gives, for $l \geqslant 1$ and $\mu \neq 0$,

$$
\begin{align*}
Q(\mu+ & 1,1, \mu+1 ; l, l-1 ; x) \\
= & \frac{2}{(1+x)} \sum_{k=0}^{\infty} \frac{(2 k+\mu+l)}{(k+\mu)(k+l+\mu)} \\
& \times P_{k}^{(\mu+l,-1)}(x) P_{k+l}^{(\mu-l,-1)}(x) \\
\equiv & {[2 /(1+x)] P(\mu, l, x)=0 \quad(-1<x<1) . } \tag{15}
\end{align*}
$$

## B. Case $/=0$

$P(\mu ; 0 ; x)$ can be evaluated by integrating $S(\mu+1,1, \mu+1 ; x, t)$ with respect to $t$ from -1 to $x$. To evaluate $\int_{-1}^{x} P_{k}^{(\mu+1,0)}(t) d t$, we use the differentiation formula for Jacobi polynomials, Eq. (6), with $m=1$. This gives

$$
\begin{equation*}
\int_{-1}^{x} P_{k}^{(\mu+1,0)}(t) d t=\frac{2}{(k+\mu+1)} P_{k+1}^{(\mu,-1)}(x) \tag{16}
\end{equation*}
$$

since $P_{k+1}^{(\mu,-1)}(-1)=0$ from Eq. (14) for $k$ a positive integer or zero. Thus integrating Eq. (4) yields

$$
\begin{array}{rl}
\int_{-1}^{x} & S(\mu+1,1, \mu+1 ; x, t) d t \\
& =2 \sum_{k=0}^{\infty} \frac{(2 k+\mu+2)}{(k+1)(\mu+k+1)} P_{k+1}^{(\mu,-1)}(x) P_{k}^{(\mu, 1)}(x) \\
& =\frac{4}{1+x} \sum_{k=1}^{\infty} \frac{(2 k+\mu)}{(k+\mu)^{2}}\left[P_{k}^{(\mu,-1)}(x)\right]^{2} \\
& =4 /(1+x)[P(\mu ; 0 ; x)-(1 / \mu)] \\
& =\left[2^{\mu+2} / \mu(1+x)\right]\left[(1-x)^{-\mu}-2^{-\mu}\right] \quad(\mu \neq 0) \tag{17}
\end{array}
$$

where we have utilized Eq. (14) and have shifted the summation index. Finally, Eq. (17) yields the desired result,

$$
\begin{equation*}
P(\mu, 0, x)=2^{\mu} / \mu(1-x)^{\mu} \tag{18}
\end{equation*}
$$

While Eq. (5) requires $1<x<1$, Eqs. (15) and (18) hold also for $x=-1$ because, ${ }^{1,3}$ as noted above, $P_{n}^{(\alpha,-1)}(-1)=0$ for a positive integer, and $P_{0}^{(\alpha,-1)}(-1)=1$.
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Quite recently, a symmetric stochastic calculus of variations was proposed to formulate canonical stochastic dynamics, which is an extension of Nelson's stochastic mechanics. In this article a "Noether's theorem" is formulated within this calculus of variations. Conservation laws of momentum, angular momentum, and energy are proved, which are related with the same laws in quantum mechanics.

## I. INTRODUCTION

Several years ago, Yasue proposed the notion of stochastic calculus of variations ${ }^{1-4}$ within Nelson's stochastic mechanics. ${ }^{5-7}$ This calculus has been improved recently. ${ }^{8}$ The new calculus is called "symmetric stochastic calculus of variations" (SSCV). "Symmetric" means that this stochastic calculus employs the time-symmetric semimartingale. On the stochastic least-action principle in the SSCV, Nelson's stochastic mechanics is reformulated in the Lagrangian formalism. We present a certain class of stochastic Lagrangian systems in the SSCV that are associated with solutions of Schrödinger equations, ${ }^{8}$ as in Nelson's mechanics.

The aim of this paper is to set up a theorem similar to Noether's theorem within the SSCV on the model of an ordinary calculus of variations, ${ }^{9}$ and to get thereby conservation laws for the stochastic Lagrangian systems mentioned above.

## II. SSCV: SUMMARY

We start with a summary of the SSCV. ${ }^{8}$ Let ( $\Omega, B, P$ ) be a base probability space and $x$ a stochastic process in $R^{I}$, i.e., a continuous mapping $t \rightarrow x(t)$ from a time interval $I$ into the Hilbert space $H=L^{2}\left((\Omega, P) \rightarrow \mathbf{R}^{I}\right)$. We consider two filtrations indexed by $I, B_{t}$ and $\widetilde{B}_{t}$, with $B_{s} \subset B_{t}$ and $\widetilde{B}_{t} \subset \widetilde{B}_{s}$ for $s \leq t$, to which $x(t)$ is adapted. By hypothesis, $x(t)$ is a timesymmetric semimartingale. ${ }^{2,4,10}$ Moreover, the process $x(t)$ has the two mean velocities

$$
D x(t)=\lim _{h \rightarrow 0+} h^{-1} E\left[x(t+h)-x(t) \mid B_{t}\right]
$$

and

$$
D_{*} x(t)=\lim _{h \rightarrow 0+} h^{-1} E\left[x(t)-x(t-h) \mid \widetilde{B}_{t}\right]
$$

where $E[\cdot \mid \beta]$ denotes the conditional expectation with respect to the $\sigma$ algebra $\beta$. Let us denote the class of stochastic processes of the above-mentioned type by $K$. For $L \in C^{2}\left(\mathbf{R}^{2 l+1} \rightarrow \mathbb{R}^{1}\right)$, a Lagrangian, and for each process $x(t)$ in $K$, we define the action functional $J$ by

$$
\begin{equation*}
J[x]=E\left[\int_{a}^{b} L(x(t), D \circ x(t), t) d t\right] \tag{1}
\end{equation*}
$$

where $E[\cdot]$ is the absolute expectation and $a, b \in I, a \leqslant b$. In the expression (1), $D \circ x(t)$ denotes the "symmetric mean derivative" defined by

$$
D \circ x(t) \equiv \frac{1}{2}\left(D+D_{*}\right) x(t) .
$$

We denote by $\Delta$ the totality of processes $z(t)=z(x(t), t)$, where $z=z(x, t)$ is any smooth $\mathbb{R}^{\prime}$-valued function vanishing identically for $t=a$ and $b$. We note that each process $z(t)$ in $\Delta$ also belongs to $K$. The process $x(t)$ in $K$ is called a stationary process of the functional $J$, given by (1), if $\delta J[x](z)$, the first variation of the functional $J$ in $x$ on $K$, is equal to zero for any processes $z$ in $\Delta$. The following theorem describes the stochastic least-action principle in the SSCV. ${ }^{8}$

Theorem 1: A process $x(t)$ belonging to $K$ is a stationary process if and only if, for the process $x(t)$, the following equation holds:

$$
\begin{equation*}
D \circ \frac{\partial L}{\partial D \circ x(t)}-\frac{\partial L}{\partial x(t)}=0 . \tag{2}
\end{equation*}
$$

We call this equation (2) the stochastic Euler's equation. The proof of this theorem consists of computing $\delta J[x](z)$ by Taylor's expansion and using the following lemma.

Lemma 1 (Zheng-Meyer ${ }^{10}$ ): Let $x(t)$ and $y(t)$ be stochastic processes belonging to $K$. Then

$$
\begin{align*}
& E[x(b) \cdot y(b)-x(a) \cdot y(a)] \\
& \quad=E\left[\int_{a}^{b}\left(y(t) \cdot D x(t)+x(t) \cdot D_{*} y(t)\right) d t\right] \\
& \quad=E\left[\int_{a}^{b}\left(x(t) \cdot D y(t)+y(t) \cdot D_{*} x(t)\right) d t\right] . \tag{3}
\end{align*}
$$

## III. A NOETHER'S THEOREM IN SSCV

Now we proceed to set up a theorem similar to Noether's theorem ${ }^{10}$ in the SSCV. Suppose that one has processes $x(t)$ and $X(t)$ belonging to $K$ and satisfying the following conditions.
(i) The process $x(t)$ is a stationary process of the functional $J$ given by (1).
(ii) The process $X(t)$ is derived from $x(t)$ by the following transformation depending on a parameter $\varepsilon$ :

$$
\begin{equation*}
X(t)=\phi(x(t), t ; \varepsilon), \tag{4}
\end{equation*}
$$

where $\phi(x, t ; \varepsilon)$ is a smooth function differentiable with respect to $\varepsilon$, and for $\varepsilon=0$ the $\phi$ becomes the identity transformation.

Theorem 2: Assume that both of the processes

$$
\left(\frac{\partial L}{\partial D \circ x(t)}\right)(x(t), D \circ x(t), t)
$$

and

$$
\lambda(x(t), t) \equiv\left(\frac{d \phi}{d \varepsilon}\right)_{\varepsilon=0}(x(t), t)
$$

belong to $K$. If, for arbitrary $a$ and $b, \Delta J \equiv J[X]-J[x]$ [the variation of $J$ induced by (4)] satisfies

$$
\begin{equation*}
\left(\frac{d \Delta J}{d \varepsilon}\right)_{\varepsilon=0}=0 \tag{5}
\end{equation*}
$$

then

$$
E\left[\left(\frac{\partial L}{\partial D \circ x(t)}\right)(x(t), D \circ \times x(t), t) \cdot \lambda(x(t), t)\right]
$$

is constant along the stationary process $x(t)$.
Proof: Suppose that $\varepsilon$ is a small quantity. Using Taylor's expansion with respect to $\varepsilon$ and the stochastic Euler equation (2) for $x(t)$, we find that Eq. (5) turns out to be

$$
\begin{equation*}
E\left[\int_{a}^{b}\left(D \circ \frac{\partial L}{\partial D \circ x(t)} \lambda+\frac{\partial L}{\partial D \circ x(t)} D \circ \lambda\right) d t\right]=0 \tag{6}
\end{equation*}
$$

Applying Lemma 1 to Eq. (6) we finally obtain

$$
\begin{equation*}
E\left[\left(\frac{\partial L}{\partial D \circ x(t)} \lambda\right)_{t=b}-\left(\frac{\partial L}{\partial D \circ x(t)} \lambda\right)_{t=a}\right]=0 \tag{7}
\end{equation*}
$$

Theorem 2 now follows from the arbitrariness of $a$ and $b$.

## IV. CONSERVATION LAWS IN THE STOCHASTIC LAGRANGIAN DYNAMICAL SYSTEM

We now turn to conservation laws obtainable by applying Theorem 2 to a stochastic Lagrangian dynamical system in the SSCV that corresponds to a solution of the Schrödinger equation. For this purpose we first touch upon the reformulation of Nelson's mechanics on our stochastic leastaction principle. ${ }^{8}$ Let us consider diffusion processes $x(t)$ belonging to $K$ that are governed by the stochastic differential equation and the reversed equation ${ }^{5-7}$ :

$$
\begin{align*}
& d x(t)=b(x(t), t) d t+(\hbar / m)^{1 / 2} d w(t)  \tag{8}\\
& d x(t)=b_{*}(x(t), t) d t+(\hbar / m)^{1 / 2} d w_{*}(t) \tag{9}
\end{align*}
$$

where $b$ and $b_{*}$ are certain vector-valued smooth functions, $\hbar$ is Planck's constant, and $m$ is the mass of a particle. In (8) and (9), $w(t)$ is a standard $\mathbb{R}^{\prime}$-valued Wiener process, and $w_{*}(t)$ has the same properties as $w(t)$ except that the increments $w_{*}(t)-w_{*}(s)$ are independent of $x(\tau)$ for $\tau \geq t>s$. We assume that $x(t)$ has a probability density function $\rho(x, t)$. For this process we have $D x(t)=b(x(t), t)$ and $D_{*} x(t)=b_{*}(x(t), t)$. According to Nelson, ${ }^{5-7}$ these functions $b$ and $b_{*}$ are connected with the probability density $\rho$ by the equations

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\operatorname{div}(v \cdot \rho)=0, \quad u=\left\{\frac{\hbar}{2 m}\right\} \operatorname{grad} \ln \rho \tag{10}
\end{equation*}
$$

where $v$, the "current velocity," and $u$, the "osmotic velocity," are vector-valued functions defined by $v=\frac{1}{2}\left(b+b_{*}\right)$ and $u=\frac{1}{2}\left(b-b_{*}\right)$, respectively.

Now we assume that the diffusion process $x(t)$ mentioned above is an extremal of the functional $J$ with the Lagrangian

$$
\begin{align*}
L(x, D \circ x, t)= & (m / 2)|D \circ x|^{2}-V(x, t)+(m / 2)|u(x, t)|^{2} \\
& +(\hbar / 2) \operatorname{div} u(x, t), \tag{11}
\end{align*}
$$

where $V$ is a given potential function and $u$ is the osmotic velocity given by the second equation of (10). Then Theorem 1 and the following lemma due to Nelson are put together to show that

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & +v \cdot \nabla) v(x(t), t) \\
& =-\frac{1}{m} \operatorname{grad} V(x(t), t)+\left(\dot{u} \cdot \nabla+\frac{\hbar}{2 m} \Delta\right) u(x(t), t) \tag{12}
\end{align*}
$$

Lemma 2 (Nelson ${ }^{5-7}$ ): Let $f(x, t)$ be a smooth function on $\mathbb{R}^{l} \times \mathbb{R}^{1}$ and $x(t)$ the diffusion process governed by (8) and (9). Then
$D f(x(t), t)=\left[\frac{\partial}{\partial t}+b \cdot \nabla+\left\{\frac{\hbar}{2 m}\right\} \Delta\right] f(x(t), t)$,
$D_{*} f(x(t), t)=\left[\frac{\partial}{\partial t}+b_{*} \cdot \nabla-\left\{\frac{\hbar}{2 m}\right\} \Delta\right] f(x(t), t)$.
Equation (12) is just the same consequence as that of Newton's equation of motion in Nelson's mechanics. Therefore in a manner analogous to Nelson's mechanics we can determine $v, u$, and $\rho$ (and hence $b$ and $b_{*}$ ) from Eqs. (10) and (12), so that the diffusion process $x(t)$ is determined. ${ }^{5-7}$ Thus Nelson's mechanics is now reformulated on the stochastic least-action principle. The diffusion process $x(t)$ together with the Lagrangian (11) is called the stochastic Lagrangian dynamical system (SLDS).

In the same manner as Nelson's, one can further show that the SLDS $x(t)$ with the Lagrangian (11) corresponds to a solution of a Schrödinger equation. Indeed, the wave function defined by $\Psi(x, t)=\{\rho(x, t)\}^{1 / 2} \exp \{i S(x, t)\}$, where $S(x, t)$ is such that $v(x, t)=(\hbar / m) \operatorname{grad} S(x, t)$, satisfies the Schrödinger equation with the potential function $V(x, t)^{5-7}$; hence $\rho=|\Psi|^{2}$ gives the probability density of a particle in the position space.

We are now in a position to obtain conservation laws in the SLDS with the Lagrangian (11). These conservation laws will have their correspondents in quantum mechanics on account of the correspondence between our SLDS and the Schrödinger equation. For simplicity we consider a three-dimensional system and set $m=\hbar=1$.
(i) Conservation of momentum. Let us take up $X^{i}$ $=x^{i}+\varepsilon(i=1,2,3)$ for the transformation (4). We assume that the potential function $V(x, t)$ in the Lagrangian (11) is invariant under this transformation in $\mathbb{R}^{3}$. Then we can verify that Eq. (5) holds in this case. Indeed, by a computation along with Lemma 2 we obtain
$\left(\frac{d \Delta J}{d \varepsilon}\right)_{\varepsilon=0}=E\left[\int_{a}^{b}\left\{\sum_{i=1}^{3} \frac{1}{2}\left(D-D_{*}\right) u^{i}(x(t), t)\right\} d t\right]$.

We note that the process $u^{i}(x(t), t)$ belongs to $K$, since $u^{i}$ is a smooth function. Then Lemma 1 shows that

$$
E\left[\int_{a}^{b}\left(D-D_{*}\right) u^{i}(x(t), t) d t\right]=0
$$

so that Eq. (15) is equal to zero. Moreover, the assumption of Theorem 2 also holds in this case, since ( $\partial L /$
$\partial D \circ x)=D \circ x=v$ and $\lambda$ are smooth functions on $x$ and $t$. Therefore by Theorem 2

$$
E\left[\sum_{i=1}^{3} v^{i}(x(t), t)\right]
$$

proves to be a conserved quantity.
(ii) Conservation of angular momentum. We now assume that the potential function $V(x, t)$ is invariant under the rotation about, say, the $x^{3}$ axis. In the same manner as in (i) we obtain

$$
\begin{align*}
\left(\frac{d \Delta J}{d \varepsilon}\right)_{\varepsilon=0}= & E\left[\int _ { a } ^ { b } \left\{\frac{1}{2}\left(D-D_{*}\right) x^{2} \cdot u^{1}(x, t)\right.\right. \\
& \left.\left.-\frac{1}{2}\left(D-D_{*}\right) x^{1} \cdot u^{2}(x, t)\right\} d t\right] \tag{16}
\end{align*}
$$

By the definition of $u$, the right-hand side of Eq. (16) becomes equal to zero, and hence Eq. (5) holds also in the case. Moreover, as in (i) the assumption of Theorem 2 also holds. Therefore Theorem 2 shows that

$$
E\left[D \circ x^{1}(t) \cdot x^{2}(t)-x^{1}(t) \cdot D \circ x^{2}(t)\right]
$$

is a conserved quantity.
(iii) Conservation of energy. Let $\tau \in C^{1}\left(I \rightarrow \mathbf{R}^{1}\right)$ be a strictly monotonic function with $\tau(a)=\bar{a}$ and $\tau(b)=\bar{b}$. The inverse function is denoted by $t(\tau)$ for $\bar{a} \leqslant \tau \leqslant \bar{b}$, and $x(t(\tau))$ is denoted by $\bar{x}(\tau)$. Then we can regard $(\bar{x}(\tau), t(\tau))$ as a stochastic process on $\mathbb{R}^{3} \times \mathbb{R}^{1}$. For this process we introduce a new Lagrangian $\bar{L} \in C^{2}\left(\mathbb{R}^{2(3+1)} \rightarrow \mathbf{R}^{1}\right)$ through the relation
$\bar{L}\left((\bar{x}, t),\left(D \circ \bar{x}, \frac{d t}{d \tau}\right)\right)=L\left(\bar{x}, D \circ \bar{x}\left(\frac{d t}{d \tau}\right)^{-1}, t\right) \cdot\left(\frac{d t}{d \tau}\right)$,
where $L$ is the Lagrangian (11). We denote by $\bar{J}$ the functional for the Lagrangian $\bar{L}$ with the process $(\bar{x}(\tau), t(\tau))$.

We now assume that the potential function $V(x, t)$ in the original Lagrangian (11) is independent of $t$. Consider the transformations in $\mathbb{R}^{4}, \bar{X}(\tau)=\bar{x}(\tau)$ and $T(\tau)=t(\tau)+\epsilon$.

Then after a calculation, the left-hand side of Eq. (5) for the functional $\bar{J}$ goes over into

$$
\begin{equation*}
\left(\frac{d \Delta \bar{J}}{d \varepsilon}\right)_{\varepsilon=0}=E\left[\int_{a}^{b}\left\{u \frac{\partial u}{\partial t}+\frac{1}{2} \operatorname{div}\left(\frac{\partial u}{\partial t}\right)\right\} d t\right] \tag{17}
\end{equation*}
$$

By both equations of (10) and Lemma 2, the integrand of the right-hand side of Eq. (17) becomes

$$
-\frac{1}{2}\left(D-D_{*}\right)(v \cdot u)-\frac{1}{4}\left(D-D_{*}\right)(\operatorname{div} v),
$$

so that Eq. (17) is equal to zero because of Lemma 1. Furthermore, we also see that the assumption of Theorem 2 holds in this case. Therefore from Theorem 2 it follows that $E[\{\partial \bar{L} / \partial(d t / d u)\}]=$ const. On inserting the relation between $L$ and $\bar{L}$ into this equation and setting $u=t$,

$$
E\left[\frac{1}{2}|D \circ x|^{2}+V(x)-\frac{1}{2}|u(x, t)|^{2}-\frac{1}{2} \operatorname{div} u(x, t)\right]
$$

is a conserved quantity.
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The concept of canonoid transformation for a locally Hamiltonian vector field is introduced, and its relation with the existence of non-Noether constants of the motion is shown from a geometrical viewpoint. The equations determining generating functions for such canonoid transformations are obtained and applications to some particular problems given.

## I. INTRODUCTION

Canonical transformations are very often used to reduce Hamilton equations describing the time evolution of a Hamiltonian system to a simpler set of Hamilton equations. This property of preserving the form of such equations, whatever the Hamiltonian is, characterizes the canonicity of the transformation. However, as remarked by Saletan and Cromer, ${ }^{1}$ given a concrete Hamiltonian $H$, the transformations preserving the Hamilton form of the motion described by $H$, which are said to be canonoid with respect to $H$, may also play an important role in the solution of the problem at hand, and this fact has motivated recent papers on the properties of this kind of transformation. ${ }^{2,3}$

The approaches developed up to now, however, are local and coordinate dependent-a paper by Marmo ${ }^{4}$ refers only slightly to the global problem. One of our aims, therefore, is to develop a global theory for canonoid transformations, using the tools of modern differential geometry, that will be valid for a more general case in which the manifold is not topologically trivial.

The paper is organized as follows: In Sec. II we give a geometric definition of canonoid transformation that reduces to the well-known one for the simplest case of a topologically trivial system, or at least when considering only local expressions for the system. The geometric version of the Poisson bracket theorem ${ }^{1}$ gives a suggestion for such a definition, which coincides with the concept of quasicanonical transformation introduced by Marmo. ${ }^{4}$ The theory of locally Hamiltonian dynamical systems admitting alternative formulations ${ }^{5,6}$ will be used for studying such canonoid transformations, and we will find some global results generalizing previous contributions by Leubner and Marte ${ }^{2}$ and Negri et al., ${ }^{3}$ to which they reduce when only trivial systems are concerned. It is also well established how to generate canonical transformations starting from "generating functions." ${ }^{1,7}$ In contrast, as far as we know, there is no available method of generating a canonoid transformation for a concrete Hamiltonian $H$; therefore this will be the main goal of Sec. III, where we develop the theory of generating functions for canonoid transformations. In Sec. IV, some examples given previously are shown to arise in this way as associated to some generating functions. Finally, for the sake of completeness, the local expressions have been collected in an Appendix.

## II. CANONOID TRANSFORMATIONS

The concept of canonoid transformations with respect to a Hamiltonian $H$ was introduced by Saletan and Cromer ${ }^{1}$ in order to name those transformations preserving the form of Hamilton's equations for a fixed Hamiltonian $H$. The generalization for the case of a nontrivial phase space is due to Marmo ${ }^{4}$ under the name of quasicanonical transformations. The idea of this definition may be demonstrated by considering that given a symplectic manifold ( $M, \omega$ ), the integral curves of a Hamiltonian vector field $\Gamma_{H}$, defined by $i\left(\Gamma_{H}\right) \omega=d H$, are determined in Darboux coordinates for $\omega$, for which $\omega=d q^{i} \wedge d p_{i}$, by the Hamilton equations

$$
\begin{equation*}
\frac{d q^{i}}{d t}=\frac{\partial H}{\partial p_{i}}, \quad \frac{d p_{i}}{d t}=\frac{\partial H}{\partial q^{i}} . \tag{2.1}
\end{equation*}
$$

The same assertion would be true for a locally Hamiltonian vector field $\Gamma$, the role of H being played by a local Hamiltonian for $\Gamma$, but the explicit reference to a concrete type of coordinate seems, however, to be not quite satisfactory. The relation between locally Hamiltonian vector fields and mechanical systems whose evolution is described by Hamilton's equations may also be based on the fact that such systems are characterized by the relation of the so-called Poisson bracket theorem, ${ }^{1}$

$$
\frac{d\{F, G\}}{d t}=\left\{\frac{d F}{d t}, G\right\}+\left\{F, \frac{d G}{d t}\right\}
$$

that in geometrical terms is given by

$$
\begin{equation*}
\Gamma\{F, G\}=\{\Gamma F, G\}+\{F, \Gamma G\} \tag{2.2}
\end{equation*}
$$

The following theorem asserts that this relation is simply the equivalent of saying that $\Gamma$ is a locally Hamiltonian vector field.

Theorem: Let ( $M, \omega$ ) be a symplectic manifold. A vector field $\Gamma \in \mathscr{P}$ (M) is locally Hamiltonian if and only if relation (2.2) holds.

Proof: We recall that the Poisson bracket of any two functions $F$ and $G$ is defined by $\{F, G\}=\omega\left(X_{F}, X_{G}\right)$, where $X_{F}$ denotes the vector field such that $i\left(X_{F}\right) \omega=d F$. Then

$$
\begin{aligned}
\mathscr{L}_{\Gamma}\{F, G\}= & \mathscr{L}_{\Gamma}\left[\omega\left(X_{F}, X_{G}\right)\right] \\
= & \left(\mathscr{L}_{\Gamma} \omega\right)\left(X_{F}, X_{G}\right) \\
& +\omega\left(\left[\Gamma, X_{F}\right], X_{G}\right)+\omega\left(X_{F},\left[\Gamma, X_{G}\right]\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\mathscr{L}_{\Gamma}\{F, G\}= & \left(\mathscr{L}_{\Gamma} \omega\right)\left(X_{F}, X_{G}\right) \\
& +\left[\Gamma, X_{G}\right] F-\left[\Gamma, X_{F}\right] G
\end{aligned}
$$

from which we get

$$
\Gamma\{F, G\}=-\left(\mathscr{L}_{\Gamma} \omega\right)\left(X_{F}, X_{G}\right)+\{\Gamma F, G\}+\{F, \Gamma G\}
$$

Consequently, if $\Gamma$ is locally Hamiltonian, $\mathscr{L}_{\Gamma} \omega=0$, then relation (2.2) holds, and, conversely, if this relation is true, then $\left(\mathscr{L}_{\Gamma} \omega\right)\left(X_{F}, X_{G}\right)=0$ for any pair of functions. Since a local basis of $\mathscr{P}(M)$ can be built up from Hamiltonian vector fields, the Lie derivative $\mathscr{L}_{\Gamma} \omega$ must be zero, i.e., $\Gamma$ is locally Hamiltonian.

A canonoid transformation $\Phi$ (w.r.t. $H$ ) preserves the form of Hamilton's equations, and therefore condition (2.2) would also be true for the transformed field $\Phi_{*} \Gamma_{H}$. This shows that an appropriate generalization for the concept of canonoid transformation is that of quasicanonical transformation according to Marmo's ${ }^{4}$ terminology.

Definition: Given a locally Hamiltonian vector field $\Gamma \in \mathscr{P}(M)$ in a symplectic manifold ( $M, \omega$ ), a transformation $\Phi \in \operatorname{Diff}(M)$ is said to be canonoid with respect to $\Gamma$ if the transformed field $\Phi_{*} \Gamma$ is also locally Hamiltonian.

The two-form $B=\mathscr{L}_{\Phi_{*}} \Gamma \omega$ is exact, $B \in B^{2}(M)$, since $B=d P$ with $P=i\left(\Phi_{*} \Gamma\right) \omega$. Thus the property $B=0$ implies, locally, the existence of a function $K$ such that $i\left(\Phi_{*} \Gamma\right) \omega=d K$.

The point is that $\Phi_{*} \Gamma$ is locally Hamiltonian with respect to the symplectic form $\omega$ if and only if $\Gamma$ is locally Hamiltonian with respect to the symplectic structure $\Phi^{*} \omega$, because of the relation $\Phi^{*} d\left[i\left(\Phi_{*} \Gamma\right) \omega\right]=d\left[i(\Gamma) \Phi^{*} \omega\right]$. This means that when $\Phi$ is a canonoid transformation for $\Gamma$, then the vector field $\Gamma$ admits a new and different locally Hamiltonian structure.

The dynamical systems admitting alternative Hamiltonian formulations have received much attention in the last few years. In particular, for Lagrangian systems, it was proved by Hojman and Harleston ${ }^{8}$ that given two $s$-equivalent, but not gauge-equivalent, Lagrangians $L_{i}, i=1,2$, it is possible to find some constants of motion that are the traces of the powers of the product matrix $W_{2}^{-1} W_{1}$, where $W_{i}$, $i=1,2$, denotes the Hessian matrix

$$
\left[W_{i}\right]_{\alpha \beta}=\frac{\partial^{2} L_{i}}{\partial v^{\alpha} \partial v^{\beta}}
$$

Moreover, Henneaux ${ }^{9}$ proved that this corresponds to the vanishing of the Lie derivative of a $(1,1)$ tensor field whose diagonal blocks are $W_{2}^{-1} W_{1}$. The more general case of Hamiltonian dynamical systems has been studied in Refs. 5, 6,10 , and 11 . Now we will show that the properties of these bi-Hamiltonian dynamical systems can be used for the study of canonoid transformations.

## A. Particular case: Bidimensional symplectic manifold

If the dynamical system is two dimensional, $\operatorname{dim} M=2$, then any two arbitrary nondegenerate two-forms are proportional. Therefore there will exist a function $f \in C^{\infty}(M)$ such that $\Phi^{*} \omega=f \omega$.

Now because of the relation

$$
\mathscr{L}_{\Gamma}(f \omega)=(\Gamma f) \omega+f\left(\mathscr{L}_{\Gamma} \omega\right),
$$

we obtain that, if $\Gamma$ is a locally Hamiltonian field, then the transformation $\Phi$ is canonoid w.r.t. $\Gamma$ if and only if $f$ is a constant of motion.

Next we prove that this function $f$ relates the Poisson bracket of the pullbacks $\Phi^{*}(F), \Phi^{*}(G)$ of any pair of functions $F, G \in C^{\infty}(M)$ to the primitive Poisson bracket $\{F, G\}$. In fact, we have

$$
\begin{align*}
i\left(X_{F \circ \Phi}\right) \omega & =d(F \circ \Phi)=\Phi^{*}(d F)=\Phi^{*}\left[i\left(X_{F}\right) \omega\right] \\
& =i\left[\Phi_{*}^{-1}\left(X_{F}\right)\right] \Phi^{*} \omega, \tag{2.3}
\end{align*}
$$

and consequently if $\Phi^{*} \omega=f \omega$, then we obtain $X_{F \circ \Phi}$ $=f \Phi_{*}^{-1}\left(X_{F}\right)$. Since the definition of the Poisson bracket is

$$
\{F \circ \Phi, G \circ \Phi\}=X_{G \circ \Phi}(F \circ \Phi),
$$

and taking into account the value of $X_{G O \Phi}$ given above, we find

$$
\begin{align*}
\{F \circ \Phi, G \circ \Phi\} & =f \Phi_{*}^{-1}\left(X_{G}\right)(F \circ \Phi) \\
& =f X_{G}(F) \circ \Phi=f\{F, G\} \circ \Phi \tag{2.4}
\end{align*}
$$

This property may be used to get a new proof of the theorem given by Leubner and Marte ${ }^{2}$ for the case of a "onedimensional system," according to which a mapping $(q, p) \rightarrow(Q, P)$ carries a given canonical description $(p, q, H)$ of a one-dimensional system into another canonical description $(P, Q, K)$ if and only if the Poisson bracket $\{P, Q\}$ is a constant of the motion. Actually, in the particular case of taking as functions $F$ and $G$ in (2.4) the coordinates $q$ and $p$, seeing that they are canonical conjugate variables, $\{q, p\}=1$, we find that $f$ is given by $f=\{Q, P\}$. Note, however, that we have established the theorem in a larger context without the assumption of $M$ being the phase space of a system with a topologically trivial configuration space.

## B. The general case

The more general case of a higher-dimensional system has recently been studied by Negri et al. ${ }^{3}$ in a coordinatedependent way, and they have proved that a necessary, but not sufficient, condition for a transformation $\eta_{\alpha}=\eta_{\alpha}(\xi)$ to be canonoid w.r.t. a Hamiltonian $H(q, p)=H(\xi)$ is that $\gamma_{\alpha \beta} A_{\alpha \beta}$ must be a constant of motion. Here $A_{\alpha \beta}$ denotes the Poisson bracket $A_{\alpha \beta}=\left\{\eta_{\alpha}, \eta_{\beta}\right\}$ and $\gamma_{\alpha \beta}$ the elements of the canonical symplectic matrix.

The existence, when $\Phi$ is canonoid, of alternative Hamiltonian formulations for the vector field $\Gamma$ indicates the existence of non-Noether constants of motion. In fact, we can consider ${ }^{5}$ the pencil of admissible closed two-forms for $\Gamma$ defined by $\Phi^{*} \omega$ and $\omega$, i.e., the family $\Phi^{*} \omega-\lambda \omega$. If $2 n$ is the dimension of $M$, then the two $2 n$-forms ( $\left.\Phi^{*} \omega-\lambda \omega\right)^{\wedge n}$ and $\omega^{\wedge n}$ are volume elements and thus proportional. The function $f_{\lambda} \in C^{\infty}(M)$ defined by

$$
\begin{equation*}
\left(\Phi^{*} \omega-\lambda \omega\right)^{\wedge n}=f_{\lambda} \omega^{\wedge n} \tag{2.5}
\end{equation*}
$$

satisfies $\mathscr{L}_{\Gamma} f_{\lambda}=0$. It is a polynomial of degree $n$ in the indeterminate $\lambda, f_{\lambda}=\alpha_{0}+\alpha_{1} \lambda+\cdots+\alpha_{n} \lambda^{n}$, with coefficients $\alpha_{k}$, defined by
$(-1)^{k}\left[\begin{array}{l}n \\ k\end{array}\right]\left(\Phi^{*} \omega\right)^{\wedge(n-k)} \wedge \omega^{\wedge k}=\alpha_{k} \omega^{\wedge n}, \quad k=0, \ldots, n$,
that are constants of the motion, $\mathscr{L}_{\Gamma} \alpha_{k}=0$.
We have obtained $n$ not necessarily independent, associated constants of the motion, $\alpha_{k}, k=0, \ldots, n-1$, and we will prove that one of them, $\alpha_{n-1}$, reduces in the simplest case to the constant of motion found by Negri et al. ${ }^{3}$ In fact, if $\left(q^{i}, p_{i}\right), i=1, \ldots, n$, is a set of Darboux coordinates for $\omega$, then the two-form $\Phi^{*} \omega$ can be written using these coordinates as

$$
\Phi^{*} \omega=\frac{1}{2} a_{i j} d q^{i} \wedge d q^{j}+b_{i j} d q^{i} \wedge d p_{j}+\frac{1}{2} c_{i j} d p_{i} \wedge d p_{j}
$$

where $A=\left[a_{i j}\right]$ and $C=\left[c_{i j}\right]$ are skew-symmetric matrices. Therefore Eq. (2.6) for $k=n-1$ reads

$$
\left(\Phi^{*} \omega\right) \wedge \omega^{\wedge(n-1)}=n!\operatorname{Tr} B \omega^{\wedge n}, \quad B=\left[b_{i j}\right]
$$

thus obtaining that $\mathscr{L}_{\Gamma}(\operatorname{Tr} B)=0$. The coefficients $b_{i j}$ can be shown to be identified with the Poisson brackets $\left\{Q^{i}, P_{j}\right\}$ with $Q^{i}=q^{i} \circ \Phi$ and $P_{j}=p_{j} \circ \Phi$. In fact, let $\hat{\omega}$ denote the map $\widehat{\omega}: \mathscr{P}(M) \rightarrow \wedge^{1}(M)$ given by contraction, $\widehat{\omega}(X)=i(X) \omega$, and let $\Lambda$ be the (1,1) tensor field defined ${ }^{10}$ by $\Lambda=\widehat{\omega}^{-1} \circ\left(\Phi^{*} \omega\right)^{\wedge}-$ or, in an equivalent way,

$$
\begin{equation*}
\left(\Phi^{*} \omega\right)(X, Y)=\omega(\Lambda(X), Y), \quad \forall X, Y \in \mathscr{P}(M) \tag{2.7}
\end{equation*}
$$

Such a tensor is such that $\mathscr{L}_{\mathrm{r}} \Lambda=0$ and, therefore, $\mathscr{L}_{\Gamma} \Lambda^{k}=0$, so that the coordinate expressions of these equations are Lax equations (see, for example, Refs. 10 and 11) giving rise to a set of constants of the motion that are the traces of the integer powers of the matrix representing $\Lambda$ in a local basis of fields. Using this tensor, the Poisson bracket of the $\Phi$ pullback of two functions $F$ and $G$ is

$$
\begin{align*}
\{F \circ \Phi, G \circ \Phi\} & =i\left(X_{G \circ \Phi}\right) d(F \circ \Phi) \\
& =i\left[\Lambda\left(\Phi_{*}^{-1}\left(X_{G}\right)\right)\right] d(F \circ \Phi) \\
& =\left[\Lambda\left(X_{G}\right) \circ F\right] \circ F^{-1}, \tag{2.8}
\end{align*}
$$

where we have used $X_{G \circ \Phi}=\Lambda\left(\Phi_{*}^{-1}\left(X_{G}\right)\right)$, which follows from (2.3), and the definition (2.7) of $\Lambda$. In particular,

$$
\left\{Q^{i}, P_{j}\right\}=\Lambda\left(\frac{\partial}{\partial q^{j}}\right) q^{i}
$$

and since

$$
\Lambda\left(\frac{\partial}{\partial q^{j}}\right)=b_{k j}\left(\frac{\partial}{\partial q^{k}}\right)-a_{k j}\left(\frac{\partial}{\partial p_{k}}\right)
$$

we obtain $\left\{Q^{i}, P_{j}\right\}=b_{i j}$, and therefore $\operatorname{Tr} B$ reduces to

$$
\begin{equation*}
\operatorname{Tr} B=\sum_{i=1}^{n}\left\{Q^{i}, P_{i}\right\} \tag{2.9}
\end{equation*}
$$

It was also pointed out in Ref. 3 that the condition of (2.9) being a constant of the motion is a necessary, but not sufficient, condition for $\Phi$ to be canonoid. Actually, it is a rather obvious consequence of the theory developed here; not only the trace of $\Lambda$ but also the traces of the integer powers of $\Lambda$ must be constants of the motion. The point is whether this last condition is also sufficient for $\Phi$ to be canonoid. The answer is "no" because, assuming $\mathscr{L}_{\Gamma}\left(\operatorname{Tr} \Lambda^{k}\right)=0, \quad k=1, \ldots, n$, we will then obtain $\mathscr{L}_{\Gamma}\left(\Phi^{*} \omega-\lambda \omega\right)^{\wedge n}=0$ for any value of $\lambda$, and it does not follow from this that $\mathscr{L}_{\Gamma}\left(\Phi^{*} \omega\right)=0$, the condition for $\Phi$ to be canonoid.

The expression $\mathscr{L}_{\Gamma}\left(\Phi^{*} \omega-\lambda \omega\right)^{\wedge n}=0$ can also be written as a system of $n$ equations,
$\mathscr{L}_{\Gamma}\left[\left(\Phi^{*} \omega\right)^{\wedge k} \wedge \omega^{\wedge(n-k)}\right]=0, \quad k=1, \ldots, n$,
or, in an equivalent way,

$$
\begin{array}{r}
{\left[\mathscr{L}_{\Gamma}\left(\Phi^{*} \omega\right)\right] \wedge\left(\Phi^{*} \omega\right)^{\wedge(k-1)} \wedge \omega^{\wedge(n-k)}=0} \\
k=1, \ldots, n . \tag{2.10b}
\end{array}
$$

Actually, it is possible to find a closed form $\omega_{1}$ different from zero such that

$$
\omega_{1} \wedge\left(\Phi^{*} \omega\right)^{\wedge(k-1)} \wedge \omega^{\wedge(n-k)}=0, \quad k=1, \ldots, n .
$$

If the (1,1) tensor field $N$ is defined by $\omega_{1}(X, Y)=\omega(N(X), Y)$ for $X, Y \in \mathscr{P}(M)$, then

$$
\begin{aligned}
{\left[\omega_{1} \wedge\right.} & \left.\left(\Phi^{*} \omega\right)^{\wedge(k-1)} \wedge \omega^{\wedge(n-k)}\right]\left(X_{1}, Y_{1}, \ldots, X_{n}, Y_{n}\right) \\
= & \omega^{\wedge n}\left(N\left(X_{1}\right), Y_{1}, \Lambda\left(X_{2}\right), Y_{2}, \ldots\right. \\
& \left.\wedge\left(X_{k}\right), Y_{k}, X_{k+1}, \ldots, Y_{2 k}\right)
\end{aligned}
$$

This proves that it is sufficient to take a ( 1,1 ) tensor field $N$ such that

$$
N\left(\frac{\partial}{\partial q^{i}}\right)=c_{i j}\left(\frac{\partial}{\partial p_{j}}\right)
$$

for the value of the left-hand side of $\left(\partial / \partial q^{1}, \partial /\right.$ $\left.\partial p_{1}, \ldots, \partial / \partial q^{n}, \partial / \partial p_{n}\right)$ to be zero. Thus even if $\omega_{1} \neq 0$, the volume form $\omega_{1} \wedge\left(\Phi^{*} \omega\right)^{\wedge(k-1)} \wedge \omega^{\wedge(n-k)}$ can be null.

This fact proves that the stronger condition $\mathscr{L}_{\Gamma}\left(\Phi^{*} \omega\right)$ $=0$ cannot be replaced by "the traces of the different powers of $\Lambda$ are constants of the motion."

## III. GENERATING FUNCTIONS

The canonicity of a transformation is related to the existence of an associated generating function. This function is defined on the graph of the map, and when expressed in local coordinates it clearly displays the relationship between the "old" and the "new" positions and momenta. Following this idea we will reformulate the definition of canonoid transformation.

Proposition: Let ( $M_{1}, \omega_{1}$ ) and ( $M_{2}, \omega_{2}$ ) be symplectic manifolds, $\pi_{i}: M_{1} \times M_{2} \rightarrow M_{i}$ the projections onto $M_{i}$, $i=1,2$, and $\Omega \in \wedge^{2}\left(M_{1} \times M_{2}\right)$ the symplectic two-form defined by $\Omega=\pi_{1}^{*} \omega_{1}-\pi_{2}^{*} \omega_{2}$. Then a diffeomorphism $\Phi$ : $M_{1} \rightarrow M_{2}$ is canonoid with respect to the locally $\omega_{1}$-Hamiltonian field $\Gamma \in \mathscr{R}\left(M_{1}\right)$ if and only if $i_{\Phi}\left(\mathscr{L}_{\nu} \Omega\right)=0$, where $V \in \mathscr{R}\left(M_{1} \times M_{2}\right)$ denotes the field $V=\Gamma \times \Phi_{*} \Gamma, G_{\Phi}$ is the graph of $\Phi$, and $i_{\Phi}: G_{\Phi} \rightarrow M_{1} \times M_{2}$ is the inclusion map.

Proof: First, we notice that

$$
\begin{aligned}
\mathscr{L}_{V} \Omega & =\mathscr{L}_{V}\left(\pi_{1}^{*} \omega_{1}-\pi_{2}^{*} \omega_{2}\right) \\
& =\pi_{1}^{*}\left(\mathscr{L}_{\pi_{1} * V} \omega_{1}\right)-\pi_{2}^{*}\left(\mathscr{L}_{\pi_{2} \nu} \omega_{2}\right)
\end{aligned}
$$

On the other hand, $\Phi$ induces a diffeomorphism of $M_{1}$ onto $G_{\Phi}$, so we can write

$$
T_{(m, \Phi(m) \mid} G_{\Phi}=\left\{\left(v, \Phi_{*} v\right) \mid v \in T_{m} M_{1}\right\}
$$

and therefore

$$
\begin{aligned}
{\left[i_{\Phi} *\right.} & \left.\left(\mathscr{L}_{V} \Omega\right)\right]\left\{\left(v_{1}, \Phi_{*} v_{1}\right),\left(v_{2}, \Phi_{*} v_{2}\right)\right\} \\
& =\left(\mathscr{L}_{\pi_{1} * v} \omega_{1}\right)\left(v_{1}, v_{2}\right)-\left(\mathscr{L}_{\pi_{2} *} \omega_{2}\right)\left(\Phi_{*} v_{1}, \Phi_{*} v_{2}\right) \\
& =\left(\mathscr{L}_{\Gamma} \omega_{1}\right)\left(v_{1}, v_{2}\right)-\Phi^{*}\left(\mathscr{L}_{\Phi_{*} \Gamma} \omega_{2}\right)\left(v_{1}, v_{2}\right) \\
& =\left[\mathscr{L}_{\Gamma}\left(\omega_{1}-\Phi^{*} \omega_{2}\right)\right]\left(v_{1}, v_{2}\right)
\end{aligned}
$$

and the proposition is proved.

If we write $\Omega=-d \Theta$ we obtain $d\left[i_{\Phi}^{*}\left(\mathscr{L}_{V} \Theta\right)\right]=0$; that is, $i_{\Phi}^{*}\left(\mathscr{L}_{V} \Theta\right)$ being closed is equivalent to $\Phi$ being canonoid with respect to $\Gamma$. Locally, by Poincarés lemma, there exists a function $S \in C^{\infty}\left(G_{\Phi}\right)$ such that $i_{\Phi}\left(\mathscr{L}_{\nu} \Theta\right)=d S$. We call the function $S$ a generating function for the canonoid diffeomorphism $\Phi$. If we take $\Theta=\pi_{1}^{*} \theta_{1}-\pi_{2}^{*} \theta_{2}$, we obtain

$$
\begin{equation*}
i_{\Phi}^{*}\left[\pi_{1}^{*}\left(\mathscr{L}_{\Gamma} \theta_{1}\right)\right]-i_{\Phi}^{*}\left[\pi_{2}^{*}\left(\mathscr{L}_{\Phi * \Gamma} \theta_{2}\right)\right]=d S \tag{3.1}
\end{equation*}
$$

Recall that for a canonical transformation, the associated generating function measures the change of the action induced by it. Now note that we have found that, for canonoid transformations, $S$ measures the Lie derivative of this change with respect to the field $\Gamma$.

Let $\Phi: M_{1} \rightarrow M_{2}$ be canonoid, and denote the Darboux coordinates by ( $q^{i}, p_{i}$ ) and ( $Q^{i}, P_{i}$ ) as usual. Then, regarding $S$ as a function of ( $q^{i}, p_{i}$ ), the relation (3.1) reads

$$
\begin{align*}
& \frac{\partial^{2} H}{\partial q^{j} \partial p_{k}} p_{k}-\frac{\partial\left\{Q^{k}, H\right\}}{\partial q^{j}} P_{k}-\frac{\partial H}{\partial q^{j}}-\left\{P_{k}, H\right\} \frac{\partial Q^{k}}{\partial q^{j}} \\
& =\frac{\partial S}{\partial q^{j}},  \tag{3.2a}\\
& \frac{\partial^{2} H}{\partial p_{j} \partial p_{k}} p_{k}-\frac{\partial\left\{Q^{k}, H\right\}}{\partial p_{j}} P_{k}-\left\{P_{k}, H\right\} \frac{\partial Q^{k}}{\partial p_{j}}=\frac{\partial S}{\partial p_{j}}, \tag{3.2b}
\end{align*}
$$

These equations are obviously more complicated than those found for the canonical transformations (i.e., $p_{i}=\partial S / \partial q^{i}$, $P_{i}=-\partial S / \partial Q^{i}$ ), but this fact is due to the presence in (3.1) of the Lie derivative consequence of the $\Gamma$ dependence. If we restrict ourselves to the so-called fouling transformations ${ }^{12,13}$-that is to say, fiber-preserving diffeomophisms inducing the identity in the base space, $Q^{i}=q^{i}$-the expressions (3.2) reduce to

$$
\begin{align*}
& \frac{\partial^{2} H}{\partial q^{j} \partial p_{k}}\left(p_{k}-P_{k}\right)-\frac{\partial H}{\partial q^{j}}-\left\{P_{j}, H\right\}=\frac{\partial S}{\partial q^{j}},  \tag{3.3a}\\
& \frac{\partial^{2} H}{\partial p^{j} \partial p_{k}}\left(p_{k}-P_{k}\right)=\frac{\partial S}{\partial p_{j}} . \tag{3.3b}
\end{align*}
$$

## IV. EXAMPLES

(1) Saletan and Cromer proposed ${ }^{1}$ as a pattern for canonoid transformations the following example in one degree of freedom. The equations giving the transformation are

$$
\begin{align*}
& Q=q  \tag{4.1a}\\
& P=p^{1 / 2}-q^{2} \tag{4.1b}
\end{align*}
$$

and it is proved to be canonoid for the Hamiltonian $H=p^{2} /$ 2 of a unit-mass free particle.

In fact, using (3.3) this map is obtained as the particular one associated to the function

$$
\begin{equation*}
S=q^{2} p+p^{2} / 2-\frac{2}{3} p^{3 / 2} \tag{4.2}
\end{equation*}
$$

and the new Hamiltonian $K$ such that $d K$ $=-i(\Gamma) d\left[\Phi^{*}\left(\theta_{0}\right)\right]$ is found to be given by $d K$ $=-\{P, H\} d Q+\{Q, H\} d P$, which when integrated gives $K=\frac{1}{3}\left(P+Q^{2}\right)^{3}$.

Moreover, using (3.3) we can now obtain not only a particular one, but the set of all the fouling transformations for this Hamiltonian. Indeed Eqs. (3.3) particularized for $H=p^{2} / 2$ reduce to

$$
\begin{align*}
& \frac{\partial S}{\partial q}=-\frac{\partial P}{\partial q} p  \tag{4.3a}\\
& \frac{\partial S}{\partial p}=p-P \tag{4.3b}
\end{align*}
$$

a system that can be integrated and solved for $P$ as a function of ( $q, p$ ) if and only if $S$ verifies the following compatibility condition:

$$
\begin{equation*}
p \frac{\partial^{2} S}{\partial q \partial p}-\frac{\partial S}{\partial q}=0 \tag{4.4}
\end{equation*}
$$

The general solution of this equation is given by

$$
\begin{equation*}
S=f(q) p+g(p) \tag{4.5}
\end{equation*}
$$

with $f(q)$ and $g(p)$ being arbitrary differentiable functions. Thus any function $S$ in the form (4.5) generates a canonoid transformation for $H=p^{2} / 2$, given by

$$
\begin{align*}
& Q=q  \tag{4.6a}\\
& P=p-f(q)-g^{\prime}(p) \tag{4.6b}
\end{align*}
$$

As the system is one dimensional, the new Hamiltonian $K$ is related to $H$ by $d K=\{Q, P\} d H$, which for (4.6) becomes $d K=\left\{1-g^{\prime \prime}(p)\right\} p d p$, and then we obtain for the function $K$, when expressed in terms of the set of old coordinates ( $q, p$ ), the following expression:

$$
\begin{equation*}
K(q, p)=\frac{1}{2} p^{2}+g(p)-g^{\prime}(p) p \tag{4.7}
\end{equation*}
$$

Note that $K$ can never be reduced to $K=$ const, since $1-g^{\prime \prime}(p) \neq 0$ is precisely the condition imposed by the implicit function theorem for solving (4.6) for $p$. Furthermore, note that when the function $g(p)$ is a homogeneous function of degree 1 , then $K=H$ and (4.6) reduces to a canonical transformation.
(2) As a second example we will consider the two-dimensional isotropic harmonic oscillator

$$
\begin{equation*}
H=\frac{1}{2}\left\{\left(q_{1}\right)^{2}+\left(q_{2}\right)^{2}+\left(p_{1}\right)^{2}+\left(p_{2}\right)^{2}\right\} \tag{4.8}
\end{equation*}
$$

Given any differentiable function $S=S\left(q_{1}, q_{2}, p_{1}, p_{2}\right)$, every solution ( $P_{1}, P_{2}$ ) of the system

$$
\begin{align*}
& \frac{\partial S}{\partial q_{1}}=\left\{H, P_{1}\right\}-q_{1}  \tag{4.9a}\\
& \frac{\partial S}{\partial q_{2}}=\left\{H, P_{2}\right\}-q_{2}  \tag{4.9b}\\
& \frac{\partial S}{\partial p_{1}}=p_{1}-P_{1}  \tag{4.9c}\\
& \frac{\partial S}{\partial p_{2}}=p_{2}-P_{2} \tag{4.9d}
\end{align*}
$$

represents a fouling canonoid transformation. The only constraint for $S$ is that it must satisfy the compatibility conditions

$$
\frac{\partial S}{\partial q_{1}}=-\left\{H, \frac{\partial S}{\partial p_{1}}\right\}, \quad \frac{\partial S}{\partial q_{2}}=-\left\{H, \frac{\partial S}{\partial p_{2}}\right\}
$$

Recently, ${ }^{3}$ two different fouling transformations have been found for (4.8). They are

$$
\begin{align*}
& P_{1}=2 p_{1}-p_{2}+q_{1} q_{2},  \tag{4.10a}\\
& P_{2}=p_{2}-p_{1}+\frac{1}{2} q_{1}^{2}, \tag{4.10b}
\end{align*}
$$

and

$$
\begin{align*}
& P_{1}=\frac{1}{2} q_{1}^{2} p_{1}+\frac{1}{6} p_{1}^{3},  \tag{4.11a}\\
& P_{2}=\frac{1}{2} q_{2}^{2} p_{2}+\frac{1}{6} p_{2}^{3} . \tag{4.11b}
\end{align*}
$$

It is not a hard task to show that they are just two particular solutions of (4.9). In fact their associated generating functions are easily found to be

$$
S=\frac{1}{2} q_{1}^{2}-q_{1} q_{2}-\frac{1}{2} p_{1}^{2}+p_{1} p_{2}-q_{1} q_{2} p_{1}-\frac{1}{2} q_{1}^{2} p_{2}
$$

and

$$
\begin{aligned}
S= & \frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}-q_{1}^{2}-q_{2}^{2}\right)-\frac{1}{4}\left(q_{1}^{2} p_{1}^{2}+q_{2}^{2} p_{2}^{2}\right) \\
& +\frac{1}{8}\left(q_{1}^{4}+q_{2}^{4}\right)-\frac{1}{24}\left(p_{1}^{4}+p_{2}^{4}\right),
\end{aligned}
$$

respectively.
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## APPENDIX: COORDINATE EXPRESSIONS

In this appendix we give the expressions in local coordinates for different formulas used throughout the paper.

We denote by $\xi_{\alpha}, \alpha=1, \ldots, 2 n$, a set of Darboux variables for $\omega$,

$$
\omega=\Lambda_{\alpha \beta} d \xi_{\alpha} \wedge d \xi_{\beta}
$$

where

$$
\left[\Lambda_{\alpha \beta}\right]=\left[\begin{array}{cc}
0 & I_{n} \\
0 & 0
\end{array}\right]
$$

We will also use $\gamma_{\alpha \beta}=\Lambda_{\alpha \beta}-\Lambda_{\alpha \beta}$ such that

$$
\gamma_{\alpha \beta} \gamma_{\alpha \rho}=\delta_{\beta \rho}
$$

If $\Gamma \in \mathscr{P}(M)$ is a locally $\omega$-Hamiltonian field, then there exists a locally defined function $H=H\left(\xi_{\alpha}\right)$ such that $\Gamma$ takes the form

$$
\Gamma=f_{\alpha}\left(\frac{\partial}{\partial \xi_{\alpha}}\right), \quad f_{\alpha}=\gamma_{\alpha \lambda}\left(\frac{\partial H}{\partial \xi_{\lambda}}\right)
$$

Let $F_{\alpha}$ be the local components of the field $\Phi_{*} \Gamma$,

$$
\Phi_{*} \Gamma=F_{\alpha}\left(\frac{\partial}{\partial \xi_{\alpha}}\right)
$$

Then the two-form $B \in \wedge^{2}(M)$ defined by $B=\mathscr{L}_{\Phi * \Gamma} \omega$ is given by

$$
B=B_{\mu v} d \xi_{\mu} \wedge d \xi_{v}
$$

where

$$
B_{\mu \nu}=\gamma_{\alpha v}\left(\frac{\partial F_{\alpha}}{\partial \xi_{\mu}}\right)-\gamma_{\alpha \mu}\left(\frac{\partial F_{\alpha}}{\partial \xi_{v}}\right)
$$

In this way, we obtain that the necessary and sufficient condition for the map $\Phi$ being canonoid with respect to $\Gamma$ is that

$$
\gamma_{\alpha \nu}\left(\frac{\partial F_{\alpha}}{\partial \xi_{\mu}}\right)-\gamma_{\alpha \mu}\left(\frac{\partial F_{\alpha}}{\partial \xi_{v}}\right)=0, \quad \mu, v=1, \ldots, 2 n
$$

The meaning of this system of equations is the existence of a function $K=K\left(\xi_{\alpha}\right)$ such that

$$
F_{\alpha}=\gamma_{a \lambda}\left(\frac{\partial K}{\partial \xi_{\lambda}}\right)
$$

Thus $\left\{\xi_{\alpha}(t)\right\}$ is an integral curve of $\Phi_{*} \Gamma$ if and only if Hamilton's equations with respect to $K$ hold:

$$
\frac{d \xi_{\alpha}}{d t}=\gamma_{\alpha \lambda}\left(\frac{\partial K}{\partial \xi_{\lambda}}\right)
$$

In an equivalent way, we can use the two-form $T=\mathscr{L}_{r}\left(\Phi^{*} \omega\right)$, which will be given by

$$
T=\Phi^{*}\left(B_{\mu \nu}\right) \frac{\partial \eta_{\mu}}{\partial \xi_{\alpha}} \frac{\partial \eta_{\nu}}{\partial \xi_{\beta}} d \xi_{\alpha} \wedge d \xi_{\beta}
$$

where $\eta_{\mu}$ denotes $\eta_{\mu}=\Phi^{*}\left(\xi_{\mu}\right)$.
The one-form $P^{*}=P_{\mu}^{*} d \xi_{\mu}$ such that $d P^{*}=T$ is given by

$$
P_{\mu}^{*}=\gamma_{\alpha \beta} L_{\alpha \mu}\left(\frac{\partial H}{\partial \xi_{\beta}}\right),
$$

where the coefficients $L_{\alpha \beta}$ are given by

$$
\begin{aligned}
L_{\alpha \beta} & =\left(\Phi^{*} \omega\right)\left(\frac{\partial}{\partial \xi_{\alpha}}, \frac{\partial}{\partial \xi_{\beta}}\right) \\
& =\gamma_{\mu \nu}\left(\frac{\partial \eta_{\mu}}{\partial \xi_{\alpha}}\right)\left(\frac{\partial \eta_{\nu}}{\partial \xi_{\beta}}\right)
\end{aligned}
$$

and correspond to the Lagrange brackets of the variables $\xi$ with respect to the $\eta$ 's.

In the particular case of $M$ being an exact symplectic manifold, $\omega$ is given by $\omega=-d \theta$, and then we can reflect the canonoid character of $\Phi$ using the one-form $g \in \Lambda^{1}(M)$ defined by $g=-\Phi^{*} \theta$. In this case the condition $T=0$ means $d\left(\mathscr{L}_{\Gamma} g\right)=0$, and if $g$ is given by $g=g_{\lambda} d \xi_{\lambda}$, we obtain

$$
\mathscr{L}_{\Gamma} g=\left(\dot{g}_{\lambda}+R_{\lambda}\right) d \xi_{\lambda}
$$

with

$$
\dot{g}_{\lambda}=\frac{\partial g_{\lambda}}{\partial \xi_{\mu}} \gamma_{\mu \alpha}\left(\frac{\partial H}{\partial \xi_{\alpha}}\right)
$$

and

$$
R_{\lambda}=g_{\mu} \gamma_{\mu \alpha}\left(\frac{\partial H^{2}}{\partial \xi_{\alpha} \partial \xi_{\lambda}}\right)
$$

In this way we obtain finally that $\Phi$ is canonoid if the $2 n$ functions $g_{\lambda}, \lambda=1, \ldots, 2 n$, satisfy the equations

$$
\frac{\partial \dot{g}_{\lambda}}{\partial \xi_{\mu}}-\frac{\partial \dot{g}_{\mu}}{\partial \xi_{\lambda}}+\frac{\partial R_{\lambda}}{\partial \xi_{\mu}}-\frac{\partial R_{\mu}}{\partial \xi_{\lambda}}=0
$$
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Higher-order or generalized symmetries for the super modified KdV equation are constructed. Moreover, by the introduction of graded potentials nonlocal symmetries are obtained, one of them leading to the recursion operator for symmetries in a straightforward way.

## I. INTRODUCTION

In the study of complete integrability of classical evolution equations such as KdV, mKdV, Boussinesq, massive Thirring, and other well-known equations there was a great emphasis on Wahlquist-Estabrook prolongation and high-er-order or generalized symmetry calculations. ${ }^{1-3}$ We constructed computer-algebra programs to handle the enormous computations arising from these concepts. As a step towards supersymmetric equations we recently constructed a graded differential geometry package in REDUCE. ${ }^{4}$ The notions of graded differential geometry are taken from Kostant, ${ }^{5}$ while the graded jet bundle formulation is due to Hernández Ruiperez and Muñoz Masqué. ${ }^{6}$ The present paper deals with the construction of generalized symmetries of the super modified KdV equation by the developed software. The super modified KdV equation ${ }^{7}$ ( mKdV ) is given by the following system of graded partial differential equations:
$v_{t}=6 v^{2} v_{x}-v_{x x x}+\frac{3}{4} \psi_{x} \psi_{x x}+\frac{3}{4} \psi \psi_{x x x}+\frac{3}{2} v_{x} \psi \psi_{x}+\frac{3}{2} v \psi \psi_{x x}$,
$\psi_{t}=\left(6 v^{2}-6 v_{x}\right) \psi_{x}+\left(6 v v_{x}-3 v_{x x}\right) \psi-4 \psi_{x x x}$,
where subscripts denote partial derivatives; $t$ is the time and $x$ is the space variable; and $v, x, t$ are even (commuting), while $\psi$ is odd (anticommuting).

In Sec. II higher-order symmetries are constructed satisfying a similar condition as in the classical case, ${ }^{8}$ i.e.,

$$
L_{V}\left(D^{\infty} I\right) \subset D^{\infty} I
$$

where $D^{\infty} I$ is the infinite prolongation of the graded ideal $I$. Following Ref. 9, nonlocal variables are introduced in the graded case, and nonlocal $x, t$-dependent higher-order symmetries of the super mKdV equation are obtained in Sec. III. Finally, in Sec. IV we derive the recursion operator ${ }^{10,11}$ for higher-order symmetries of the super mKdV equation.

## II. HIGHER-ORDER SYMMETRIES OF THE SUPER mKdV EQUATION

In a previous paper ${ }^{12}$ concerning the super $K d V$ equation we constructed ordinary symmetries before concentrating on higher-order symmetries. Now we shall investigate higher-order symmetries only, because ordinary symmetries can be obtained from them. Classical higher-order symmetries are defined on the infinite jet bundle $J^{\infty}(x, t, v, \psi)$ (see Ref. 8) and satisfy the symmetry condition

$$
\begin{equation*}
L_{V} D^{\infty} I \subset D^{\infty} I \tag{2.1}
\end{equation*}
$$

where $D^{\infty} I$ is the infinite prolongation of the exterior differential system $I$ describing the partial differential equations
by means of the action of the total partial derivative vector fields $D_{x}, D_{t}$ defined by

$$
\begin{align*}
& D_{x}=\partial_{x}+v_{x} \partial_{v}+\psi_{x} \partial_{x}+v_{x x} \partial_{v_{x}}+\cdots, \\
& D_{t}=\partial_{t}+v_{t} \partial_{v}+\psi_{t} \partial_{\psi}+v_{x t} \partial_{v_{x}}+\cdots \tag{2.2}
\end{align*}
$$

Due to the fact that Eqs. (2.2) satisfy (2.1) in an obvious way, the search for higher-order or generalized symmetries can be restricted to vertical vector fields; i.e., the components of $\partial_{x}, \partial_{t}$ are taken to be zero.

The vertical vector fields are proved ${ }^{8}$ to have the representation
$V=f \partial_{v}+g \partial_{\psi}+\left(D_{x} f\right) \partial_{v_{x}}+\left(D_{x} g\right) \partial_{\psi_{x}}+\cdots$,
so we are only interested in the defining functions $f, g$ of the vector field. The functions $f, g$ are assumed to depend on a finite number of independent variables of the infinite jet bundle.

In the graded case at hand we proceed in a similar way, keeping in mind the left module structure of the vector fields. We restrict our search for higher-order symmetries to even vector fields; moreover, our search is for vector fields $V$ whose defining functions $f, g$ (2.3) depend on $x, t, v, \psi, \ldots, v_{x x x x x}, \psi_{x x x x x}$, the other components being obtained by prolongation (2.3). The vector field $V$ has to satisfy the symmetry condition (2.1), which is equivalent to

$$
\begin{align*}
& L_{V}\left(v_{t}-6 v^{2} v_{x}+v_{x x x}-\frac{3}{4} \psi_{x} \psi_{x x}-\frac{3}{4} \psi \psi_{x x x}\right. \\
& \left.\quad-\frac{3}{2} v_{x} \psi \psi_{x}-\frac{3}{2} v \psi \psi_{x x}\right) \equiv 0,  \tag{2.4}\\
& L_{V}\left(\psi_{t}-6 v^{2} \psi_{x}+6 v_{x} \psi_{x}-6 v v_{x} \psi+3 v_{x x} \psi+4 \psi_{x x x}\right) \equiv 0,
\end{align*}
$$

where $L_{V}$ stands for the Lie derivative with respect to the vector field $V$, and " $\equiv 0$ " should be read as equal to zero on the submanifold in the infinite jet bundle $J^{\infty}(x, t ; v, \psi)$ defined by (1.1) and its differential consequences. Condition (2.4) leads to an overdetermined system of partial differential equations for the functions $f, g$ including the exterior algebra defined on $\psi, \psi_{x}, \psi_{x x}, \psi_{x x x}, \psi_{x x x x}, \psi_{x x x x x}$.

From now on we shall write

$$
\begin{equation*}
v_{i}=\underbrace{v_{x \cdots x}}_{i \text { times }}, \quad \psi_{j}=\underbrace{\psi_{x \cdots x}}_{j \text { times }} . \tag{2.5}
\end{equation*}
$$

Using the developed integration package we obtained the following result: There are four even vector fields satisfying (2.4) under the above-mentioned assumptions, i.e.,
$\widetilde{V}_{1}=v_{1} \partial_{v}+\psi_{1} \partial_{\psi}+\cdots$,
$\widetilde{V}_{2}=\left(-v_{3}+6 v^{2} v_{1}+\frac{3}{2} v_{1} \psi \psi_{1}+\frac{3}{2} v \psi \psi_{2}+\frac{3}{4} \psi \psi_{3}+\frac{3}{4} \psi_{1} \psi_{2}\right) \partial_{v}$

$$
+\left(-4 \psi_{3}+6 w v_{1} \psi+6 v^{2} \psi_{1}-6 v_{1} \psi_{1}-3 v_{2} \psi\right) \partial_{\psi}
$$

$\widetilde{V}_{3}=-2 v \partial_{v}-\psi \partial_{\psi}-2 x \widetilde{V}_{1}-6 t \widetilde{V}_{2}$,
and the vector field

$$
\begin{equation*}
\widetilde{V}_{4}=V_{4}^{v} \partial_{v}+V_{4}^{\psi} \partial_{\psi}, \tag{2.6b}
\end{equation*}
$$

whereas in (2.6b) $V_{4}^{v}, V_{4}^{\psi}$ are given by

$$
\begin{align*}
V_{4}^{v}= & v_{5}-10 v_{3} v^{2}-40 v_{2} v_{1} v-10 v_{1}^{3}+30 v_{1} v^{4} \\
& -\frac{15}{4} \psi \psi_{5}-\frac{25}{4} \psi_{1} \psi_{4}-\frac{5}{2} \psi_{2} \psi_{3}-\frac{15}{2} v \psi \psi_{4}-5 v \psi_{1} \psi_{3} \\
& -15 v_{1} \psi \psi_{3}+\frac{155}{2} v^{2} \psi \psi_{3}-5 v_{1} \psi_{1} \psi_{2}+\frac{15}{2} v^{2} \psi_{1} \psi_{2} \\
& -15 v_{2} \psi \psi_{2}+15 v_{1} v \psi \psi_{2}+15 v^{3} \psi \psi_{2} \\
& +45 v_{1} v^{2} \psi \psi_{1}-\frac{15}{2} v_{3} \psi \psi_{1},  \tag{2.7}\\
V_{4}^{\psi}= & 16 \psi_{5}+\left(40 v_{1}-40 v^{2}\right) \psi_{3} \\
& +\left(60 v_{2}-120 v_{1} v\right) \psi_{2} \\
& +\left(50 v_{3}-100 v_{2} v-60 v_{1} v^{2}-70 v_{1}^{2}\right. \\
& \left.+30 v^{4}\right) \psi_{1}+\left(15 v_{4}-30 v_{3} v-30 v_{2} v^{2}\right. \\
& \left.-60 v_{2} v_{1}-60 v_{1}^{2} v+60 v_{1} v^{3}\right) \psi
\end{align*}
$$

Note that the vector fields $\widetilde{V}_{1}, \ldots, \widetilde{V}_{3}$ are equivalent ${ }^{3}$ to

$$
\begin{align*}
& V_{1}=\partial_{x}, \quad V_{2}=\partial_{t},  \tag{2.8}\\
& V_{3}=6 t \partial_{t}+2 x \partial_{x}-2 v \partial_{v}-\psi \partial_{\psi} .
\end{align*}
$$

## III. NONLOCAL SYMMETRIES OF THE SUPER mKdV EQUATION

In order to construct the recursion operator for higherorder symmetries we introduce nonlocal variables. They can be introduced by prolongation of the exterior differential system $I$ or $D^{\infty} I$ by means of potential forms or equivalently, by prolongation of the total partial derivatives $D_{x}, D_{t}$. For details the reader is referred to Refs. 3 and 9.

We first construct the potential forms $P_{1}$ and $P_{2}$,

$$
\begin{align*}
& P_{1}=d p_{1}-d x(v)-d t\left(2 v^{3}-v_{2}+\frac{3}{4} \psi \psi_{2}+\frac{3}{2} v \psi \psi_{1}\right) \\
& P_{2}=d p_{2}-d x\left(p_{2 x}\right)-d t\left(p_{2 t}\right) \tag{3.1a}
\end{align*}
$$

where

$$
\begin{align*}
p_{2 x}= & v^{2}+\frac{1}{4} \psi \psi_{1}, \\
p_{2 t}= & 3 v^{4}-2 v_{2} v+v_{1}^{2}-\psi \psi_{3}+2 \psi_{1} \psi_{2}  \tag{3.1b}\\
& +\frac{3}{2} v \psi \psi_{2}-3 v_{1} \psi \psi_{1}+\frac{2}{2} v^{2} \psi \psi_{1} .
\end{align*}
$$

The nonlocal variables $p_{1}, p_{2}$ are just

$$
\begin{equation*}
p_{1}=\int_{-\infty}^{x} v d x, \quad p_{2}=\int_{-\infty}^{x}\left(v^{2}+\frac{1}{4} \psi \psi_{1}\right) d x \text {, } \tag{3.2}
\end{equation*}
$$

whereas the integrals in (3.2) are to be considered as formal ones. Motivated by the results obtained for the classical (ungraded) KdV equation and super KdV equation, ${ }^{12}$ our search is for a nonlocal vector field $V$ of the form

$$
\begin{equation*}
V=\alpha_{1} t \widetilde{V}_{4}+\alpha_{2} x \widetilde{V}_{2}+\alpha_{3} p_{2} \widetilde{V}_{1}+V^{*}, \tag{3.3}
\end{equation*}
$$

where $\widetilde{V}_{4}, \widetilde{V}_{2}, \widetilde{V}_{1}$ are defined by (2.6) and (2.7), $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are
constants, and $V^{*}$ is a vector field yet to be determined.
The prolongation of the vector field $V$ (3.4) towards the variables $\partial_{v,}, \partial_{\psi_{1}}, \ldots$ is obtained by the action of the prolonged total partial derivative vector fields $\widetilde{D}_{x}, \widetilde{D}_{t}$, where

$$
\begin{align*}
& \widetilde{D}_{x}=D_{x}+v \partial_{p_{1}}+\left(v^{2}+\frac{1}{4} \psi \psi_{1}\right) \partial_{p_{2}}, \\
& \widetilde{D}_{t}=D_{t}+\left(2 v^{3}-v_{2}+\frac{3}{4} \psi \psi_{2}+\frac{3}{2} v \psi \psi_{1}\right) \partial_{p_{1}}+p_{2 t} \partial_{p_{2}} . \tag{3.4}
\end{align*}
$$

We now apply the symmetry condition including the nonlocal variables $p_{1}, p_{2}$, i.e.,

$$
\begin{align*}
& L_{V}\left(v_{t}-6 v^{2} v_{1}+v_{3}-\frac{3}{4} \psi_{1} \psi_{2}-\frac{3}{4} \psi \psi_{3}\right. \\
& \left.\quad-\frac{3}{3} v_{1} \psi \psi_{1}-\frac{3}{2} v \psi \psi_{2}\right) \equiv 0,  \tag{3.5}\\
& L_{V}\left(\psi_{t}-6 v^{2} \psi_{1}+v_{1} \psi_{1}-60 v_{1} \psi+3 v_{2} \psi+4 \psi_{3}\right) \equiv 0,
\end{align*}
$$

where now by " $\equiv 0$ " we mean vanishing of the Lie derivative on the submanifold of

$$
J\left(x, t ; v, \psi, p_{1}, p_{2}\right)=\left\{\left(x, t, v, \psi, p_{1}, p_{2}, v_{1} \psi_{1}, \ldots\right\}\right.
$$

defined by (1.1) and its differential consequences, together with

$$
\begin{align*}
p_{1 x}= & v, \quad p_{1 t}=2 v^{3}-v_{2}+\frac{3}{2} v \psi \psi_{1}, \\
p_{2 x}= & v^{2}+\frac{1}{4} \psi \psi_{1}, \\
p_{2 t}= & 3 v^{4}-2 v_{2} v+v_{1}^{2}-\psi \psi_{3}+2 \psi_{1} \psi_{2}  \tag{3.6}\\
& +\frac{3}{2} v \psi \psi_{2}-3 v_{1} \psi \psi_{1}+\frac{9}{2} v^{2} \psi \psi_{1} .
\end{align*}
$$

Conditions (3.5) lead to an overdetermined system of partial differential equations for the defining functions of $V^{*}$, whose dependency on the jet variables $v_{1}, \psi_{1}, \ldots$ is induced by the standard grading of the super $m K d V$ equation, i.e.,

$$
\begin{aligned}
& \operatorname{deg}(x)=-1, \quad \operatorname{deg}(t)=-3, \\
& \operatorname{deg}(v)=1, \quad \operatorname{deg}(\psi)=\frac{1}{2}, \\
& \operatorname{deg}\left(p_{1}\right)=0, \quad \operatorname{deg}\left(p_{2}\right)=1 .
\end{aligned}
$$

So we are searching for a vector field $V$, whose $\partial_{v}$ and $\partial_{\psi}$ components are of degree $\leqslant 3$ and $\leqslant 2 \frac{1}{2}$, respectively.

Solving the overdetermined system of partial differential equations leads to the following result.

Theorem: The vector field $V$ defined by

$$
\begin{equation*}
V=-\frac{3}{2} t \widetilde{V}_{4}-\frac{1}{2} x \widetilde{V}_{2}+p_{2} \widetilde{V}_{1}+V^{*}, \tag{3.7a}
\end{equation*}
$$

where

$$
\begin{align*}
V^{*}= & \left(-\frac{3}{2} v_{2}+2 v^{3}+v \psi \psi_{1}+\frac{7}{8} \psi \psi_{2}\right) \partial_{v} \\
& +\left(-5 \psi_{2}-v \psi_{1}+4 v^{2} \psi-4 v_{1} \psi\right) \partial_{\psi} \tag{3.7b}
\end{align*}
$$

is a nonlocal (higher-order) symmetry of the super mKdV equation.

Remark 1: Due to the fact that $v, \psi, p_{2}$ satisfy the super mKdV equation (2.1), including differential consequences and (3.6), which do not depend on $x, t, p_{2}$ explicitly, the coefficients of $x, t, p_{2}$ in (3.3) can be proved to be symmetries.

Remark 2: The solution of (3.5) does admit an additional nonlocal symmetry, i.e.,

$$
\begin{equation*}
V=e^{2 p \cdot} \cdot \partial_{v} . \tag{3.8}
\end{equation*}
$$

In order to compute the Lie bracket of the vector fields $\widetilde{V}_{1}, \ldots, \widetilde{V}_{4}$ and $V$, we would have to extend the results of Sec. III towards the nonlocal variables. This leads to results similar to the results in the ungraded case, obtained for the mas-
sive Thirring model. ${ }^{3}$ This is not the direction we shall pursue in the next section; instead we shall construct the recursion operator for higher-order symmetries leading to the commuting flows, starting from the nonlocal higher-order symmetry (3.7).

## IV. THE RECURSION OPERATOR FOR SYMMETRIES OF sKdV EQUATIONS

In the case of the classical KdV equation, i.e., the ungraded case, the Lenard recursion operator is obtained by a construction based on a nonlocal vector field, i.e., the ungraded analog of the vector field $V$ of Sec. IV, and the Hamiltonian structure of the mKdV equation. ${ }^{10,11}$ The construction of the recursion operator for symmetries of the super mKdV equation can be obtained in a similar way and is given below. A formal proof of its properties and the fact that the higher-order symmetries commute is beyond the scope of the paper.

The super mKdV equation (1.1) can be written in the following Hamiltonian form:

$$
\begin{align*}
\binom{u_{t}}{\psi_{t}}= & \left(\begin{array}{cc}
\partial_{x} & 0 \\
0 & 4
\end{array}\right)_{\delta / \delta_{\psi}}^{\delta / \delta_{v}}\left(\frac{1}{2} v^{4}+\frac{1}{2} v_{x}^{2}\right. \\
& \left.+\frac{1}{2} \psi_{x} \psi_{x x}+\frac{3}{4} v^{2} \psi \psi_{x}+\frac{3}{4} v \psi \psi_{x x}\right), \tag{4.1}
\end{align*}
$$

where all variational derivatives are taken to be left ones. In (4.1),

$$
\Omega^{-1}=\left(\begin{array}{cc}
\partial_{x} & 0  \tag{4.2}\\
0 & 4
\end{array}\right), \quad \Omega=\left(\begin{array}{cc}
D^{-1} & 0 \\
0 & \frac{1}{4}
\end{array}\right) \quad\left(D^{-1}=\int_{-\infty}^{x} \cdot d x\right)
$$

are analogous to the simplectic operator and its inverse. We now proceed in a way similar to the ungraded case and calculate the variational derivative of $\Omega v$, i.e., ( $\Omega V)^{\prime}$ and its adjoint ( $\Omega V)^{\prime *}$. Then we are led to the recursion operator for symmetries by (cf. Refs. 10 and 11)

$$
\begin{equation*}
T=\Omega^{-1}\left\{(\Omega V)^{\prime}-(\Omega V)^{\prime *}\right\} \tag{4.3}
\end{equation*}
$$

A simple and straightforward computation starting from $V(3.7)$ and (4.2) results in the following equation:

$$
\begin{align*}
T & =\left(\begin{array}{cc}
D & 0 \\
0 & 4
\end{array}\right)\left(\begin{array}{ll}
-D+4 v\left(D^{-1} v\right) & \frac{3}{3} \psi D+\frac{3}{2} v \psi+\frac{1}{4} \psi_{1}-v\left(D^{-1} \psi_{1}\right) \\
-\frac{3}{4} \psi D+\frac{3}{2} v \psi-\frac{1}{2} \psi_{1}+\psi_{1}\left(D^{-1} v\right) & -D^{2}-v_{1}+v^{2}-\frac{3}{16} \psi \psi_{1}-\frac{1}{4} \psi_{1}\left(D^{-1} \psi_{1}\right)
\end{array}\right) \\
& =\left(\begin{array}{cc}
-D^{2}+4 v_{1}\left(D^{-1} v\right)+4 v^{2} & \frac{3}{4} \psi_{1} D+\frac{3}{4} \psi D^{2}+\frac{3}{2} v_{1} \psi+\frac{3}{2} v \psi_{1}+\frac{3}{2} v D \\
& +\frac{1}{4} \psi_{2}+\frac{1}{4} \psi_{1} D-v \psi_{1}-v_{1}\left(D^{-1} \psi_{1}\right) \\
-3 \psi D+6 v \psi-2 \psi_{1}+4 \psi_{1}\left(D^{-1} v\right) & -4 D^{2}-4 v_{1}+4 v^{2}-\frac{3}{4} \psi \psi_{1}-\psi_{1}\left(D^{-1} \psi_{1}\right)
\end{array}\right) . \tag{4.4}
\end{align*}
$$

A straightforward but tedious computation shows that

$$
\begin{aligned}
& T\binom{v_{1}}{\psi_{1}} \\
& \quad=\binom{-v_{3}+6 v_{1} v^{2}+\frac{3}{4} \psi_{1} \psi_{2}+\frac{3}{4} \psi \psi_{3}+\frac{3}{2} v_{1} \psi \psi_{1}+\frac{3}{2} v \psi \psi_{2}}{\left(6 v^{2}-6 v_{1}\right) \psi_{1}+\left(6 v v_{1}-3 v_{2}\right) \psi-4 \psi_{3}},
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
T\left(\widetilde{V}_{1}\right)=\widetilde{V}_{2} \tag{4.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
T\left(\widetilde{V}_{2}\right)=\widetilde{V}_{4} \tag{4.5b}
\end{equation*}
$$

## V. CONCLUSION

The use of computer programs to handle graded differential geometry calculations, together with the notion of nonlocal graded symmetries, leads in a constructive way to the recursion operator for higher-order symmetries of the super mKdV equation.
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Classical solutions of the two-dimensional Grassmannian $\sigma$ models of, respectively, Euclidean and Minkowskian type are compared with each other. Some explicit solutions of both types are constructed and some of their graphs are presented.

## I. INTRODUCTION

Classical two-dimensional nonlinear $\sigma$ models have been studied intensively since Pohlmeyer ${ }^{1}$ discovered that the $S^{n}$ model possesses the so-called dual symmetry. Their popularity is mainly due to their property ${ }^{2-4}$ as integrable systems with infinitely many conservation laws with corresponding generators, ${ }^{5}$ and to their striking resemblance to four-dimensional Yang-Mills systems. Moreover, some of those models have a direct application in gauge and string theories, ${ }^{6-9}$ as well as in the theory of gravitation ${ }^{10,11}$ and in solid-state physics. ${ }^{12,13}$

A Grassmannian $\sigma$ model is a (classical) field theory defined on the two-dimensional Euclidean or Minkowskian space and taking its values in a complex Grassmannian manifold $G_{p q}(\mathbb{C})$ (see Ref. 14). One can explicitly describe the classical field either by an idempotent unitary matrix $g$ or a projector $P$ of rank $p$ :

$$
\begin{align*}
& g: x, t \hookrightarrow g(x, t), \quad g \in U(p+q), \quad g^{2}=1  \tag{1}\\
& P: x, t \rightarrow P(x, t), \quad P^{2}=P, \quad P^{+}=P, \quad \operatorname{Tr} P=p \tag{2}
\end{align*}
$$

These two descriptions are completely equivalent, ${ }^{3,14,15}$ and related by the transformation $g=(1-2 P)$. When formulated in light-cone coordinates $\xi=x+t, \eta=x-t$, or complex coordinates $\xi=x+i t, \eta=x-i t$, respectively, Minkowskian and Euclidean $\sigma$ models are indistinguishable, with the same action and the same equation of motion, namely,

$$
\begin{align*}
& S=\int d^{2} x \operatorname{Tr}\left(g^{-1} \partial_{\xi} g\right)\left(g^{-1} \partial_{\eta} g\right)  \tag{3}\\
& \quad=\int d^{2} x \operatorname{Tr}\left(\partial_{\xi} P \partial_{\eta} P\right),  \tag{4}\\
& \partial_{\xi}\left(g \partial_{\eta}^{-1} g\right)+\partial_{\eta}\left(g \partial_{\xi}^{-1} g\right)=0,  \tag{5}\\
& {\left[\partial_{\xi} \partial_{\eta} P, P\right]=0 .} \tag{6}
\end{align*}
$$

The only difference is the nature of the variables. Thus the question arises naturally whether a solution of one type of model will give a solution of the corresponding model of the other type after the substitution (analytic continuation)

$$
\begin{equation*}
t \rightarrow i t \tag{7}
\end{equation*}
$$

Clearly the matrix $g$ (or the projector $P$ ) will satisfy (1) after the substitution, but in general the matrix $g$ will no longer be

[^6]unitary ( $P$ will not be Hermitian). Indeed, the substitution (7) need not commute with the antilinear constraint $g^{+} g=1$. So if one has, for real $x, t, g^{+}(x, t)=g^{-1}(x, t)$, then in general $g^{+}(x, i t) \neq g^{-1}(x, i t)$. [From the general definition of the nonlinear $\sigma$ models given in Ref. 16 one can see that the substitution (7) will transform a solution of the Euclidean model into a solution of the Minkowskian one and vice versa only for the $\operatorname{SL}(n, \mathbb{C})$ and $\operatorname{GL}(n, \mathbb{C})$ models.] So if one wants to construct classical solutions of these models, it has to be done separately for both types of model.

The explicit methods for constructing solutions are of two types. The first class is the "holomorphic" method introduced by Borchers and Garber ${ }^{17}$ and developed by Din and Zakrzewski (see Ref. 18 for a review of their work). This method works only for Euclidean models; translating it to the Minkowskian case would yield solutions depending on either $\xi$ or $\eta$ alone, thus with vanishing action. In the special case of $\mathbb{C} P^{n}$ [in the notations above: $G_{1 n}(\mathbb{C})$ ], it gives all the finite action solutions.

The second type of method is the Bäcklund transformation described for any kind of Minkowskian $\sigma$ model in Ref. 16. We have shown with Antoine ${ }^{15}$ that this method can be adapted to work in the Euclidean case as well. We are now going to summarize those methods, and use them to construct explicit solutions, displaying some of their graphs. Then we will compare the classical solutions of the two types of models, as well as the methods used to construct them.

## II. SOLUTIONS OF THE MINKOWSKIAN MODEL

Solving nonlinear differential equations is known to be a difficult task. There are no algorithms to do it, but all the well-known nonlinear equations are solved in similar ways, called generically Bäcklund transformations or inverse scattering methods. In our case those equations depend on two variables $x$ and $t$, and when one tries to construct a simple nontrivial solution, one gets a function that looks like a solitary wave propagating at a constant speed. The shape of the bump sometimes depends on time, but is always related to the speed of propagation. Such solutions are called one-soliton solutions. For linear differential equations, it is wellknown that given two different solutions, their sum is a third solution. Can something similar be done for a nonlinear equation? The answer is yes (at least sometimes). One performs what is called a Bäcklund transformation. ${ }^{19}$ Take for example two one-soliton solutions propagating in opposite
directions. The transformation will yield a two-soliton solution, which looks like two solitary waves crossing each other. When the two bumps are far from each other, those new solutions look like the simple superposition of the two previous ones. Once they are close to each other, the two bumps start to interact, giving rise to a complicated shape. After the interaction they continue on their way as if nothing happened. Usually a short delay occurs during the crossing, so that looking at the solution in the ( $x, t$ ) plane from the top will give a graph similar to the lowest-order Feynman diagram of the electron-positron scattering, rather than a simple $X$ shape.

This problem has been completely solved for the twodimensional Minkowskian $\sigma$ model by Saint-Aubin et al. ${ }^{16}$ They showed how to construct directly $n$-soliton solutions. The method is very powerful, but tedious, to apply. One first has to construct a very simple solution called a vacuum solution (whose action is zero), and multiply it by the so-called dressing matrix to get the new solution. The construction of the dressing matrix is the tedious part of the construction. A one-soliton solution can be constructed explicitly, but from the complexity of the result obtained (10), it is clear that the explicit construction of any multisoliton solution is hopeless. Fortunately, once the vacuum solution has been computed, the rest of the construction is purely algebraic and pointwise, $\xi$ and $\eta$ playing the role of mere parameters. So all the tedious part can be performed numerically on a computer so as to produce graphs of those solutions.

We have constructed one-, two-, and three-soliton solutions of the Minkowskian $\sigma$ model on $\mathbb{C} P^{1}$. In all three cases our starting point (vacuum solution) is the matrix

$$
g(x, t)=\left(\begin{array}{rr}
\cos x & -\sin x  \tag{8}\\
-\sin x & -\cos x
\end{array}\right),
$$

which represents a static, "wavy" background.

## A. One-soliton solution

A $k$-soliton solution is parametrized by $k$ complex numbers (also called poles-see Ref. 16), $\lambda_{k}=\lambda_{k}+i \lambda_{k}^{\prime \prime}$ ( $\left|\lambda_{k}\right| \neq 1$ ), from which the speed and the shape of each soliton will be fixed. Introduce the following notation:

$$
\begin{align*}
& w=\frac{1}{2}\left(\frac{\xi}{1+\bar{\lambda}}+\frac{\eta}{1-\bar{\lambda}}\right) \\
& u=2 \operatorname{Re}(w), \quad v=2 \operatorname{Im}(w) \tag{9}
\end{align*}
$$

Then the one-soliton solution we have constructed takes the form

$$
\begin{align*}
\tilde{g}_{11}=-\tilde{g}_{22}= & \cos x-\frac{1}{\Lambda^{2}}\left\{\frac { 1 } { \lambda ^ { \prime \prime } } \left[\lambda^{\prime} \sin x \sinh 2 v\right.\right. \\
& \left.+\lambda^{\prime \prime} \cos x \cosh 2 v\right] \\
& +\frac{1}{|\lambda|^{2}-1}[\cos (2 u-3 x) \\
& \left.\left.-|\lambda|^{2} \cos (2 u-x)\right]\right\} \tag{10a}
\end{align*}
$$

$$
\begin{align*}
\tilde{g}_{12}=\bar{g}_{21}= & -\sin x-\frac{1}{\Lambda^{2}}\left\{\frac { 1 } { \lambda ^ { n } } \left[\lambda^{\prime} \cos x \sinh 2 v\right.\right. \\
& \left.-\lambda^{\prime \prime} \sin x \cosh 2 v\right] \\
& +\frac{1}{|\lambda|^{2}-1}[\sin (2 u-3 x) \\
& \left.+|\lambda|^{2} \sin (2 u-x)\right] \\
& +i\left[\frac{\lambda^{\prime}}{\lambda^{\prime \prime}} \sin (u-x) \cosh v\right. \\
& \left.\left.-\frac{|\lambda|^{2}+1}{|\lambda|^{2}-1} \cos (u-x) \sinh v\right]\right\}, \tag{10b}
\end{align*}
$$

where we have put

$$
\begin{equation*}
\Lambda^{2}=|\lambda|^{2}\left[\frac{4 \cos ^{2}(u-x)}{\left(1-|\lambda|^{2}\right)^{2}}+\frac{\cosh ^{2} v}{\lambda^{\prime 2}}\right] \tag{11}
\end{equation*}
$$

The solution (10), with $\lambda=1.1+1.1 i$, is displayed in Fig. 1 in the form of a computer-generated plot similar to those given by Saint-Aubin in the real case. ${ }^{6}$ As an independent check we have recalculated the same solution numerically. The resulting graph is indistinguishable from the one obtained by plotting the analytical solution.

The solution plotted in Fig. 1 clearly deserves its name of "one-soliton"; it describes a single irregularity (bump)


FIG. 1. The one-soliton solution ( 10 ) of the Minkowskian $\mathbf{C} P^{2}$ model with pole $\lambda=1.1+1.1 i:$ (a) $\tilde{g}_{11}=-\tilde{g}_{22}$, (b) $\operatorname{Im} \tilde{g}_{12}=-\operatorname{Im} \tilde{g}_{21}$.
propagating with constant speed $V=\left(1+|\lambda|^{2}\right) / 2 \lambda^{\prime}>1$ on top of the background given by the vacuum solution $g$ of (8) (the background is flat for the imaginary part and wavy for the real part). Note that the soliton is not simply superposed to the "wavy vacuum," it also induces a shift in it. It is clear from the conformal invariance that the model also has solutions with $V<1$. Because of this invariance, the absolute scale of the graphs is irrelevant and is therefore not indicated on Fig. 1. Because of the unitarity the size of the bump is normalized, but its shape depends on $\lambda$.

## B. Multisoliton solution

For the two-soliton solution of our example shown in Fig. 2, we have chosen for the two poles $\lambda_{1}=1.1+1.1 i$ as before and $\lambda_{2}=-1.1+1.1 i$. This solution describes the collision of two solitons with the same asymptotic behavior but opposite speeds. One sees clearly that the main effect of the collision is a phase shift, showing that the two-soliton solution is a nonlinear superposition of two one-soliton solutions.

Exactly the same behavior is observed for the three-soliton solution plotted in Fig. 3 (the third pole here is $\lambda_{3}=1+4 i$ ). Thus the situation is entirely similar to the one found for other familiar nonlinear equations, such as KdV or sine-Gordon, and also for the $\sigma$ models on real Grassmann manifolds. ${ }^{16}$


FIG. 2. The corresponding two-soliton solution, with poles $\lambda_{1}=1.1+1.1 i$, $\lambda_{2}=-1.1+1.1 i:$ (a) $\tilde{g}_{11}$, (b) $\operatorname{Im} \tilde{g}_{12}$.


FIG. 3. The matrix element $\tilde{g}_{11}$ of the three-soliton solution with poles $\lambda_{1}=1.1+1.1 i, \lambda_{2}=-1.1+1.1 i, \lambda_{3}=1+4 i$. The three solitons incoming from the left are indicated by arrows.

## III. SOLUTIONS OF THE EUCLIDEAN MODEL

A peculiarity of the Euclidean models is that if a projector $P$ satisfies

$$
\begin{equation*}
(1-P) \partial_{\eta} P=0 \quad \text { or } \quad(1-P) \partial_{\xi} P=0 \tag{12}
\end{equation*}
$$

then it automatically satisfies Eq. (6) and is called a self-dual (anti-self-dual) solution. If its action is finite, then it is also called an instanton (anti-instanton) solution. To construct the most general self-dual solutions ${ }^{12}$ one starts from a holomorphic $n \times p$ matrix $F$ of maximal rank,

$$
\begin{equation*}
\partial_{\eta} F=0, \tag{13}
\end{equation*}
$$

and constructs the projector

$$
\begin{equation*}
P=F\left(F^{+} F\right)^{-1} F^{+} \tag{14}
\end{equation*}
$$

As $F$ is of maximal rank, $P$ is well defined and satisfies (12a). If the entries of $F$ are rational functions of $\xi$, then $P$ is an instanton solution. Similarly, antiholomorphic functions will give the most general anti-self-dual solutions.

To construct other solutions of the Grassmannian model, one introduces the operator

$$
\begin{equation*}
P_{\xi}(F)=\partial_{\xi} F-F\left(F^{+} F\right)^{-1} F^{+} \partial_{\xi} F, \tag{15}
\end{equation*}
$$

and defines its powers by

$$
\begin{equation*}
P_{\xi}^{n}(F)=P_{\xi}\left(P_{\xi}^{n-1}(F)\right), \tag{16}
\end{equation*}
$$

where we have assumed that all the powers of $P_{\xi}(F)$ are of maximal rank. It can be shown ${ }^{18}$ that

$$
\begin{equation*}
P_{\xi}^{r}(F)^{+} P_{\xi}^{s}(F)=0, \quad \forall r \neq s \tag{17}
\end{equation*}
$$

which implies that $P_{\xi}^{s}(F)=0$ for some $s$. It is then easy to show ${ }^{18,20}$ that

$$
\begin{equation*}
P_{k}=P_{\xi}^{k}(F)\left[P_{\xi}^{k}(F)^{+} P_{\xi}^{k}(F)\right]^{-1} P_{\xi}^{k}(F)^{+} \tag{18}
\end{equation*}
$$

is a solution of the Grassmannian model of rank $p$ for all $k$, and that if $F$ is a rational function of $\xi$, then the action is finite. Moreover, the last one, $\boldsymbol{P}_{s-1}$, is an anti-instanton solution. In the $\mathbb{C} P^{n}$ case, it gives all the finite action solutions. In the general Grassmannian case, many other solutions can be constructed in a similar way (see Refs. 15, 18, 20, and 21 for a detailed description), but we are not going to describe them here. The action of the above solutions reads

$$
\begin{align*}
S\left(P_{k}\right)= & \int d^{2} x \sum_{i=0}^{k} \operatorname{Tr}\left[\left(P_{\xi}^{i+1}(F)^{+} P_{\xi}^{i+1}(F)\right)\right. \\
& \left.\times\left(P_{\xi}^{i}(F)^{+} P_{\xi}^{i}(F)\right)^{-1}\right] \tag{19}
\end{align*}
$$

which can easily be shown to be an integer in units of $2 \pi$. Let us consider an example. Take

$$
\begin{equation*}
F^{t}(\xi)=\left(1+\xi+\xi^{5}, \xi+\xi^{3}, \xi^{2}+\xi^{4}\right) \tag{20}
\end{equation*}
$$

from which we can construct the orthonormal vector

$$
\begin{equation*}
Z=F /\left(F^{+} F\right)^{-1 / 2} \tag{21}
\end{equation*}
$$

or, equivalently, the projector

$$
\begin{equation*}
P=Z Z^{+} \tag{22}
\end{equation*}
$$

We have shown in Fig. 4 some of the matrix elements of $Z$.



FIG. 4. The five-instanton solution [(20), (21)] of the $\mathbf{C} P^{2}$ model: (a) $\operatorname{Re} Z_{1}$, (b) $\operatorname{Im} Z_{1}$, (c) $\operatorname{Re} Z_{2}$.

One sees that the last two components of $Z$ vanish at infinity, where the first one, being of the larger degree, looks like a starfish with five branches. It is a general feature of the instanton solutions that the highest degree in $\xi$ of the function $F$ from which $Z$ is built corresponds to the topological charge of the solution, which is also called the winding number at infinity; it is also equal to the action of the solution. It is interesting to see that this number can be read directly off the graph of the solution. In our example $F$ is of degree 5; thus the solution has an action equal to 5 (in units of $2 \pi$ ). It is usually called a five-instanton solution. If one takes a nonpolynomial function such as

$$
\begin{equation*}
F^{t}(\xi)=(\sin \xi, \cos \xi, \sin \xi+\cos \xi), \tag{23}
\end{equation*}
$$

the vector $Z$ will have an infinity of branches (Fig. 5) and an infinite action. The problem when plotting the entries of $Z$ ( $P$ or $g$ ) is that there are many of them, and, moreover, they are only defined up to a gauge transformation. The Euclidean model being seen as a static model, it appears natural to plot the Lagrangian density of the solutions rather than their entries. This is a real, gauge-invariant function, and it will show where the physical things happen. Consider, for example, the instanton solutions corresponding to the following functions:

$$
\begin{align*}
F_{1} & =\left(\begin{array}{l}
\xi-2 \\
\xi-2+i / 2 \\
\xi-2-i / 2
\end{array}\right), \quad F_{2}=\left(\begin{array}{l}
\xi+2 \\
\xi+2-i / 2 \\
\xi+2+i / 2
\end{array}\right), \\
F_{3}= & \left(\begin{array}{l}
(\xi-2)(\xi+2) \\
(\xi-2+i / 2)(\xi+2-i / 2) \\
(\xi-2-i / 2)(\xi+2+i / 2)
\end{array}\right) . \tag{24}
\end{align*}
$$

The first two solutions are one-instanton solutions, the third one being a two-instanton solution. One sees from their Lagrangian density plots (Fig. 6) where those names come from. In general the Lagrangian density of an instanton solution of topological charge (or action) equal to $r$ has $r$ bumps (instantons, possibly on top of each other) localized by the zeros of the entries of $F$. One sees from the graphs that the first instanton is localized around 3 , the second one being near - 3. The two instantons of the third solution are localized at the same place. In general, the instantons will be around the point where the different entries of the holomor-


FIG. 5. The trigonometric solution [(21), (23)] of the same model: $\operatorname{Im} Z_{1}$.


FIG. 6. The Lagrangian density [the first of Eqs. (26)] of instanton solutions (24) of the C $P^{2}$ model: (a) $L$ for $F_{1}$, (b) $L$ for $F_{2}$, (c) $L$ for $F_{3}$.
phic vector $F$ will have nearby zeros, and the farther apart those zeros will be from each other, the more spread out the instanton will be. When varying the coefficient, one can force a zero of each entry to converge to the same value. Doing that, the corresponding instanton will become more and more localized (very thin but huge), ending like a $\delta$ peak. This limit corresponds to the elimination of an instanton. Note that this limit does not commute with the computation of the action. In fact if we perform such a variation on the second instanton of our third example, doing it on the solution itself we will end up with our first one-soliton solution. If we do it in the computation of the action, the result will always be 2 , even in the limit.

One can see also from our graph that our third solution can be seen as a kind of linear superposition of the two first ones. All this is true also for the anti-instanton solution, the only difference being that the topological charge is negative, and the action of those solutions is equal to the absolute value of the topological charge. Noninstanton solutions can be seen as a mixture (nonlinear superposition) of instanton and anti-instanton (see Ref. 11 for a detailed description).

Starting with $F_{3}$ in (24) one can construct the following instanton, noninstanton, and anti-instanton solutions:

$$
\begin{equation*}
P_{0}=\frac{F F^{+}}{F^{+} F}, \quad P_{1}=\frac{P_{\xi} F P_{\xi} F^{+}}{P_{\xi} F^{+} P_{\xi} F}, \quad P_{2}=\frac{P_{\xi}^{2} F P_{\xi}^{2} F^{+}}{P_{\xi}^{2} F^{+} P_{\xi}^{2} F}, \tag{25}
\end{equation*}
$$

for which the corresponding Lagrangian densities are, respectively,
$L_{0}=\frac{\left|P_{\xi} F\right|^{2}}{|F|^{2}}, \quad L_{1}=\frac{\left|P_{\xi} F\right|^{2}}{|F|^{2}}+\frac{\left|P_{\xi}^{2} F\right|^{2}}{|P F|^{2}}, \quad L_{2}=\frac{\left|P_{\xi}^{2} F\right|^{2}}{|P F|^{2}}$
[see Figs. 6(c) and 7]. In our example, the two solitons are located on the real line around 2 and -2 , the two antiinstantons being on the imaginary line around $2 i$ and $-2 i$. The noninstanton solution $P_{1}$ is clearly a superposition (linear for $L$ but not for the solution itself) of the instanton and anti-instanton solutions. For the other $\mathbb{C} P^{n}$ and Grassmannian models, noninstanton solutions are somewhat more sophisticated superpositions of instanton and anti-instanton solutions.

## IV. COMPARISON BETWEEN EUCLIDEAN AND MINKOWSKIAN MODELS

We have seen that the solutions of the Euclidean and Minkowskian $\sigma$ models can be constructed in a very different way. So it is natural to ask if the two methods described above can be adapted to the other case. Can the holomorphic method used to construct Euclidean solutions be transformed so as to give Minkowskian ones? It is clear from the construction that one of the important points in the construction is that $\xi$ and $\eta$ are complex conjugates of each other. So, as is easy tocheck, when applied to construct Minkowskian solutions this method will give solutions that depend only on $\xi$ or $\eta$, and so will be trivial. Rather than using the light-cone coordinates, one can use the hyperbolic complex variables $\xi=t+x \varepsilon, \eta=t-x \varepsilon$, where $\varepsilon^{2}=1$ and
$\bar{\varepsilon}=-\varepsilon$. This will yield nontrivial vacuum solutions of a Minkowskian $\sigma$ model valued in a hyperbolic complex Grassmannian manifold (see Ref. 22 for more details).

On the other hand, the multi-Bäcklund transformation method can be modified to act on Euclidean solutions. ${ }^{14,21}$ For example, starting from the vacuum solution

$$
g_{0}=\left(\begin{array}{ccc}
\cos 2 x & \bar{d}_{1} \sin 2 x & \bar{d}_{2} \sin 2 x  \tag{27}\\
d_{1} \sin 2 x & \left(\left|d_{1}\right|^{2}-\left|d_{2}\right|^{2}\right) \cos 2 x & d_{1} \bar{d}_{2}(1-\cos 2 x) \\
d_{2} \sin 2 x & \bar{d}_{1} d_{2}(1-\cos 2 x) & \left(\left|d_{2}\right|^{2}-\left|d_{1}\right|^{2}\right) \cos 2 x
\end{array}\right)
$$

where $d_{1}$ and $d_{2}$ are two complex numbers such that

$$
\begin{equation*}
\left|d_{1}\right|^{2}+\left|d_{2}\right|^{2}=1 \tag{28}
\end{equation*}
$$

one can construct the following one-soliton solution:

$$
\begin{align*}
g(\lambda)= & g_{0}-\frac{1}{\Lambda}\left[\frac{\cos u}{2 \operatorname{Re} \lambda}\left\{\bar{\lambda} V(y) V(w)^{+}+\lambda V(w) V(y)^{+}\right\}\right. \\
& \left.-\frac{\cos V}{|\lambda|^{2}+1}\left\{V(w) V(w)^{+}+|\lambda|^{2} V(y) V(y)^{+}\right\}\right] \tag{29}
\end{align*}
$$



FIG. 7. The Lagrangian density (26) of (a) noninstanton and (b) antiinstanton solutions of the $\mathbb{C} P^{2}$ models constructed from $F_{3}$ (24).
where

$$
\begin{align*}
& y=\xi /(1-\bar{\lambda})+\eta /(1+\bar{\lambda}) \\
& u=y-\bar{y} \\
& v=2 x-y-\bar{y}  \tag{30}\\
& w=2 x-y \\
& \Lambda=|\lambda|^{2}\left[\left(\frac{\cos u}{2 \operatorname{Re} \lambda}\right)^{2}-\left(\frac{\cos v}{|\lambda|^{2}+1}\right)^{2}\right]  \tag{31}\\
& V(z)=\left[\cos z, d_{1} \sin z, d_{2} \sin z\right]^{t} \tag{32}
\end{align*}
$$

As can be seen from the graph (Fig. 8), this solution is quite different from the Euclidean solutions we have constructed previously. Its nonpolynomial dependence indicates that this solution has infinite action, and it is not obvious to see if one can obtain it by the holomorphic method. So rather than starting from our vacuum solution, one can try to apply the Bäcklund transformation on an instanton solution constructed before. This work has been done by Sasaki, ${ }^{21}$ who showed that applying the multi-Bäcklund transformation on a $\mathbb{C} P^{n}$ instanton solution constructed from a holomorphic vector $F$ gives another instanton solution, which can be constructed from another holomorphic vector $F^{\prime}=\alpha F$, where $\alpha$


FIG. 8. The matrix element $g_{11}$ of (29) with pole $\lambda=2-i$ of the Euclidean C $P^{2}$ model.
is some specified invertible matrix independent on $\xi$. The same applies to the noninstanton solution for which all the $P_{\xi} F$ will be transformed into $P_{\xi} F^{\prime}$. This means that in general an $r$-instanton solution will be transformed into another $r$-instanton solution. The only effect of the Bäcklund transformation would be to move the position of the solitons and modify their shape. So we may say that in the $\mathbb{C} P^{n}$ case this transformation acts nearly trivially on finite action solutions. We suspect it is also true for Grassmannian solutions. It is quite surprising to see that this transformation is very similar to the one obtained by Arsenault et al. in Ref. 23, where by exponentiating the infinite-dimensional Lie algebra described in Ref. 5 on the Grassmannian solutions they showed that it reduces to a finite-dimensional $\mathrm{Sl}(N, \mathrm{C})$ action. More explicitly, the solution $P_{\xi}^{r} F$ will become a new solution $P_{\xi}^{r} F^{\prime}$, where $F^{\prime}=S F, S \in \operatorname{Sl}(N, \mathrm{C})$. It is not easy to see if $\alpha$ has a unit determinant or not, but if not, it cancels out when one computes the projector $P$. It is also not clear whether any matrix $S$ belonging to $\mathrm{Sl}(N, \mathbb{C})$ can be obtained from a product of different $\alpha$ 's (up to the determinant factorization). Thus the Bäcklund transformation can be considered at least as a subcase of the transformation found by Arsenault et al. ${ }^{23}$

So we have seen that Minkowskian and Euclidean Grassmann $\sigma$ models are strikingly different. Each one possesses its own method for constructing classical solutions. Those methods can be adapted to the other type of model, but then one sees that it gives rather trivial results.
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#### Abstract

The system of ordinary differential equations describing the multiple three-wave interactions with a common pump (daughter) wave is proved to be completely integrable by obtaining the necessary $2 N+1$ independent first integrals in involution for the case when the coupling constants and the frequency mismatches have ratio 1 and/or 2 . This case was deemed integrable on the basis of a Painlevé analysis, but a direct proof has been lacking for some time. The first integrals are the $N+1$ quadratic Manley-Rowe relations, the cubic Hamiltonian, $N-1$ quartic integrals (analogous to the ones needed for complete integrability in the case of equal coupling constants and detunings in all wave triads), and a new sixth-order integral involving all wave quantities. The form of this last invariant was deduced from the recent result for the analogous interaction between five waves ( $N=2$ ), and essentially made possible by the proper use of irreducible forms, elementary building blocks for polynomial first integrals in involution with the Manley-Rowe invariants.


## I. INTRODUCTION

The last decade has seen a rather extensive study of nonlinear wave interactions among a great number of wave triads coupled through one common wave. This is because of their many applications in different physical circumstances, such as the modeling of ocean waves or plasma turbulence. ${ }^{1-8}$ Where the emphasis was on the integrability of the Hamiltonian system of coupled ordinary differential equations (ODE's) describing such phenomena, a real impetus has been given by Menyuk et al., ${ }^{4,5}$ who carried out the Painlevé analysis and deemed the system integrable in only two different cases (at arbitrary initial conditions). ${ }^{4}$

First, all $N$ triads have equal coupling constants, but the frequency mismatches or detunings are arbitrary, though small in view of the physical applicability. In the other case, the coupling constants for some triads have to be twice as large as for the other triads, with similar ratios for the detunings.

Several authors proved the integrability of the first case by constructing or obtaining enough (here $2 N+1$ ) independent first integrals in involution. Menyuk et al. ${ }^{5}$ did it already via Lax operators, but with a degenerate matrix yielding less than $2 N+1$ independent first integrals, so that ad hoc methods were needed to construct the remaining ones. Wojciechowski et al. ${ }^{6}$ obtained another Lax representation giving directly all the necessary integrals. We ourselves introduced the concept of irreducible forms ${ }^{7}$ and showed how these led to first integrals in a rather systematic way. ${ }^{8}$ Irreducible forms can be defined in different but equivalent ways. Originally they were thought of as the simplest possible polynomial combinations of wave quantities remaining constant on the fast oscillation time scale. Thus they could serve as building blocks for polynomial first integrals on the interaction time scale. ${ }^{7}$ Later it became clear that the same irreducible forms are obtained by looking for the simplest polynomials in the wave amplitudes that are in involution with the Manley-Rowe relations (the quadratic first
integrals immediately related to the energy exchanges inside or between the wave triads). ${ }^{8}$

The direct proof of integrability for the case of coupling constants and detunings having ratio 1 or 2 has until very recently eluded all efforts, apparently by whatever method. We succeeded, however, in proving the integrability of the reduced system of ODE's describing two interacting triads in the absence of detunings, ${ }^{9}$ by a proper combination of the Yoshida-Kovalevskaya approach (giving insight into the degree of possible first integrals ${ }^{10,11}$ ) and the use of irreducible forms (allowing then a direct search as advocated by Roekaerts and Schwarz, ${ }^{12}$ but in a much simpler way). It is the aim of the present paper to generalize this recent result for arbitrary $N$, and to include the appropriate detunings.

## II. BASIC FORMALISM FOR N TRIADS COUPLED THROUGH A COMMON PUMP WAVE

As in Ref. 8, we start from selection rules for different triads interacting through a common pump wave

$$
\begin{equation*}
\omega_{0}=\omega_{j}+\Omega_{j}+\delta_{j} \quad(j=1, \ldots, N) \tag{1}
\end{equation*}
$$

The complex amplitudes of the waves with frequency $\omega_{0}, \omega_{j}$, and $\Omega_{j}$ are denoted by $c, a_{j}$, and $b_{j}(j=1, \ldots, N)$. Their slowtime evolution obeys

$$
\begin{align*}
& \dot{a}_{j}=i \lambda_{j} c \bar{b}_{j}+(i / 2) \delta_{j} a_{j}, \\
& \dot{b}_{j}=i \lambda_{j} c \bar{a}_{j}+(i / 2) \delta_{j} b_{j}  \tag{2}\\
& \dot{c}=i \sum_{j=1}^{N} \lambda_{j} a_{j} b_{j} \quad(j=1, \ldots, N),
\end{align*}
$$

plus the complex conjugate equations. The frequency mismatches or detunings $\delta_{j}$ were put into (2) in a symmetric way, in contrast to Ref. 8, so as to get simpler expressions later on. The dot refers to the slow-time derivative and the bar to complex conjugation.

The system (2) can be derived from the Hamiltonian
$H=\sum_{j=1}^{N}\left[\lambda_{j}\left(a_{j} b_{j} \bar{c}+\bar{a}_{j} \bar{b}_{j} c\right)+\frac{1}{2} \delta_{j}\left(a_{j} \bar{a}_{j}+b_{j} \bar{b}_{j}\right)\right]$,
when one considers the pairs $\left(a_{j}, \bar{a}_{j}\right),\left(b_{j}, \bar{b}_{j}\right)$, and $(c, \bar{c})$ as pairs of canonically conjugated variables and writes Hamilton's equations in an appropriate way. ${ }^{13}$

As was said already, a direct proof of the integrability of Hamiltonian systems such as (2) requires the existence of as many independent first integrals in involution as there are degrees of freedom ${ }^{14}$ (here $2 N+1$ ). Two first integrals $A$ and $B$ are in involution when their Poisson bracket vanishes, defined here as

$$
\begin{align*}
\{A, B\}= & \sum_{j=1}^{N}\left(\frac{\partial A}{\partial a_{j}} \frac{\partial B}{\partial \bar{a}_{j}}-\frac{\partial A}{\partial \bar{a}_{j}} \frac{\partial B}{\partial a_{j}}+\frac{\partial A}{\partial b_{j}} \frac{\partial B}{\partial \bar{b}_{j}}-\frac{\partial A}{\partial \bar{b}_{j}} \frac{\partial B}{\partial b_{j}}\right) \\
& +\frac{\partial A}{\partial c} \frac{\partial B}{\partial \bar{c}}-\frac{\partial A}{\partial \bar{c}} \frac{\partial B}{\partial c} . \tag{4}
\end{align*}
$$

Without restrictions on $\lambda_{j}$ and $\delta_{j}$, one finds already $N+1$ independent quadratic first integrals in involution, the Man-ley-Rowe relations:

$$
\begin{align*}
& E_{0}=\sum_{j=1}^{N}\left(a_{j} \bar{a}_{j}+b_{j} \bar{b}_{j}\right)+2 c \bar{c},  \tag{5}\\
& E_{j}=a_{j} \bar{a}_{j}-b_{j} \bar{b}_{j} \quad(j=1, \ldots, N) .
\end{align*}
$$

In addition, $H$ itself is a cubic first integral, giving together $N+2$ integrals out of the $2 N+1$ needed for integrability.

Defining now the irreducibleforms as the simplest polynomials in the wave amplitudes, in involution with the Man-ley-Rowe relations (5), we see that they are

$$
\begin{align*}
& a_{j} \bar{a}_{j}, \quad b_{j} \bar{b}_{j}, \quad c \bar{c}, \quad a_{j} b_{j} \bar{c}+\bar{a}_{j} \bar{b}_{j} c \\
& a_{i} b_{i} \bar{a}_{j} \bar{b}_{j}+\bar{a}_{i} \bar{b}_{i} a_{j} b_{j} \quad(i, j=1, \ldots, N) \tag{6}
\end{align*}
$$

Since the Manley-Rowe relations plus the Hamiltonian amount already to $N+2$ independent first integrals in involution, one can try to extend them to a full set of $2 N+1$ integrals. If this can be done (via polynomials), the remaining first integrals have to be in involution with, among others, the Manley-Rowe relations, implying that they must be combinations of the irreducible forms ${ }^{8}$-hence the search for additional integrals as polynomials in the irreducible forms, rather than in the original variables themselves. This is basically very much simpler, as we shall see.

Turning to the Painlevé analysis of (2) as carried out by Menyuk et al., ${ }^{4}$ one has a first integrable case when all coupling constants $\lambda_{j}$ have the same value ( $\lambda_{j}=1$ after a suitable rescaling of the amplitudes). Then there are no further restrictions on the detunings $\delta_{j}$. The full proof of integrability by getting all the necessary first integrals by one method or the other was given by different authors. ${ }^{5,6,8}$

The second case that was deemed integrable for arbitrary initial conditions is when

$$
\begin{align*}
& \lambda_{1}=\cdots=\lambda_{M}=2 \lambda_{M+1}=\cdots=2 \lambda_{N}  \tag{7}\\
& \delta_{1}=\cdots=\delta_{M}=2 \delta_{M+1}=\cdots=2 \delta_{N}
\end{align*}
$$

For this case there has been no direct proof of integrability so far. Recently we succeeded in determining the missing first integral for the special case of $N=2$ and in the absence of detunings ${ }^{9}$ ( $\lambda_{1}=2 \lambda_{2}=2, \delta_{1}=2 \delta_{2}=0$ ). The necessary five integrals in involution are $E_{0}, E_{1}, E_{2}, H$, and

$$
\begin{align*}
I= & 4\left(a_{1} b_{1} \bar{a}_{2} \bar{b}_{2}+\bar{a}_{1} \bar{b}_{1} a_{2} b_{2}\right)\left(a_{2} \bar{a}_{2}+\bar{b}_{2} \bar{b}_{2}\right) \\
& -2\left(c \bar{a}_{2} \bar{b}_{2}+\bar{c} a_{2} b_{2}\right)^{2} \\
& -\left[\left(a_{2} \bar{a}_{2}+b_{2} \bar{b}_{2}\right)^{2}+4 a_{2} \bar{a}_{2} b_{2} \bar{b}_{2}\right]\left(a_{1} \bar{a}_{1}+b_{1} \bar{b}_{1}\right) . \tag{8}
\end{align*}
$$

One easily recognizes its structure as a combination of irreducible forms of total degree 6 . We now set out to generalize this result for arbitrary $N$ and for detunings obeying (7). We will rescale the amplitudes in such a way that $\lambda_{j}$ are either 1 or 2 for simplicity.

## III. FIRST INTEGRALS OF DEGREE 4

For the remainder of this paper we take the subscripts $m, n$ in the range $\{1, \ldots, M\}$, where $\lambda_{m}=2$ and $\delta_{m}=2 \delta$, and $p, q$ in the range $\{M+1, \ldots, N\}$, with $\lambda_{p}=1$ and $\delta_{p}=\delta$. Because of what we learned from the five-wave coupling, we replace the set of irreducible forms (6) by the equivalent set of building blocks:

$$
\begin{align*}
& K_{j}=a_{j} \bar{a}_{j}+b_{j} \bar{b}_{j}, \quad E_{j}, \quad E_{0}, \\
& H_{j}=\lambda_{j}\left(a_{j} b_{j} \bar{c}+\bar{a}_{j} \bar{b}_{j} c\right)+\frac{1}{2} \delta_{j}\left(a_{j} \bar{a}_{j}+b_{j} \bar{b}_{j}\right),  \tag{9}\\
& L_{i j}=a_{i} b_{i} \bar{a}_{j} \bar{b}_{j}+\bar{a}_{i} \bar{b}_{i} a_{j} b_{j} \quad(i, j=1, \ldots, N)
\end{align*}
$$

The form of $H_{j}$ is inspired by the structure of the Hamiltonian, so that

$$
\begin{equation*}
H=\sum_{j=1}^{N} H_{j} \tag{10}
\end{equation*}
$$

A full direct search is rather difficult at arbitrary $N$, so that we take the structure of (8) and of the derivatives of the building blocks (9) as our guides. Using (2) we find that

$$
\begin{align*}
\dot{K}_{j}= & 2 i \lambda_{j}\left(\bar{a}_{j} \bar{b}_{j} c-a_{j} b_{j} \bar{c}\right) \\
\dot{H}_{j}= & i \lambda_{j} \sum_{i=1}^{N} \lambda_{i} V_{i j}  \tag{11}\\
\dot{L}_{i j}= & \left(\lambda_{i} / 2 \lambda_{j}\right) K_{i} \dot{K}_{j}+\left(\lambda_{j} / 2 \lambda_{i}\right) K_{j} \dot{K}_{i}+i\left(\delta_{i}-\delta_{j}\right) V_{i j} \\
& (i, j=1, \ldots, N)
\end{align*}
$$

if we denote for brevity

$$
\begin{equation*}
V_{i j}=a_{i} b_{i} \bar{a}_{j} \bar{b}_{j}-\bar{a}_{i} \bar{b}_{i} a_{j} b_{j} \quad(i, j=1, \ldots, N) . \tag{12}
\end{equation*}
$$

We thus immediately see that if in the last line of (11) $i$ and $j$ both refer to subscripts of the same range $\{1, \ldots, M\}$ or $\{M+1, \ldots, N\}$, then $\lambda_{i}=\lambda_{j}$ and $\delta_{i}=\delta_{j}$ imply that $L_{i j}-\frac{1}{2} K_{i} K_{j}(i, j=1, \ldots, M$ or $i, j=M+1, \ldots, N)$ are first integrals. These are symmetric in $i$ and $j$; furthermore,

$$
\begin{equation*}
L_{i j}-\frac{1}{2} K_{j}^{2}=-\frac{1}{2} E_{j}^{2} \quad(j=1, \ldots, N) \tag{13}
\end{equation*}
$$

There are thus $\frac{1}{2} M(M-1)+\frac{1}{2}(N-M)(N-M-1)$ additional independent first integrals. However, not all are in involution. In a way that is reminiscent of what was done in a previous paper, when all $\lambda_{j}=1$ and $\delta_{j}=\delta$ (see Ref. 8); we rearrange the new first integrals into

$$
\begin{align*}
& I_{m}=\sum_{n=m+1}^{M}\left(L_{m n}-\frac{1}{2} K_{m} K_{n}\right) \quad(m=1, \ldots, M-1),  \tag{14}\\
& I_{p}=\sum_{q=p+1}^{N}\left(L_{p q}-\frac{1}{2} K_{p} K_{q}\right) \quad(p=M+1, \ldots, N-1),
\end{align*}
$$

or something equivalent, as the choice (14) is not unique. As the subscripts on $L_{i j}$ or $K_{j}$ refer to pairs of canonically conjugate variables ( $a_{j}, \bar{a}_{j}$ ) and ( $b_{j}, \bar{b}_{j}$ ), one sees that $L_{i j}$ and $L_{k l}$ have no common pair of canonically conjugate variables, unless there is at least a common subscript. If we let $i, j, k$ refer to mutually different indices, we see that the only relevant Poisson brackets involving $L_{i j}$ and/or $K_{j}$ are

$$
\begin{align*}
& \left\{L_{i j}, L_{i k}\right\}=K_{i} V_{k j}, \quad\left\{L_{i i}, L_{i j}\right\}=2 K_{i} V_{j i}, \\
& \left\{L_{i j}, K_{j}\right\}=2 V_{j i} \quad(i, j, k=1, \ldots, N) . \tag{15}
\end{align*}
$$

The ones not written vanish. Using (15) we can compute that

$$
\begin{align*}
\left\{I_{m}, I_{n}\right\}= & \sum_{k=m+1}^{M} \sum_{l=n+1}^{M}\left(\left\{L_{m k}, L_{n l}\right\}-\frac{1}{2}\left\{L_{m k}, K_{n} K_{l}\right\}\right. \\
& \left.-\frac{1}{2}\left\{K_{m} K_{k}, L_{n l}\right\}\right) \\
= & \sum_{k=n+1}^{M}\left(\left\{L_{m n}, L_{n k}\right\}+\left\{L_{m k}, L_{n k}\right\}\right. \\
& -\frac{1}{2}\left\{L_{m n}, K_{n}\right\} K_{k}-\frac{1}{2}\left\{L_{m k}, K_{k}\right\} K_{n} \\
& \left.-\frac{1}{2}\left\{K_{n}, L_{n k}\right\} K_{m}-\frac{1}{2}\left\{K_{k}, L_{n k}\right\} K_{m}\right) \\
= & 0 \quad(m<n, m, n=1, \ldots, M-1) \tag{16}
\end{align*}
$$

Similar results hold for $\left\{I_{p}, I_{q}\right\}(p, q=M+1, \ldots, N-1)$, and of course $\left\{I_{m}, I_{p}\right\} \quad(m=1, \ldots, M-1$, $p=M+1, \ldots, N-1)$ vanish straightaway as $I_{m}$ and $I_{p}$ have no common pairs of canonical variables.

There are thus $(M-1)+(N-M-1)=N-2$ additional first integrals $I_{m}, I_{p} \quad(m=1, \ldots, M-1$; $p=M+1, \ldots, N-1)$, mutually in involution. Because they are constructed from the irreducible forms, they are automatically in involution with the Manley-Rowe relations and, as first integrals, with $H$. The total of independent first integrals in involution is now already $2 N$, namely, $E_{0}$, $E_{1}, \ldots, E_{N}, H, I_{1}, \ldots, I_{M-1}, I_{M+1}, \ldots, I_{N-1}$. Only one is missing, and for reasons of symmetry it will involve quantities related to all wave triads.

## IV. FINAL INVARIANT OF DEGREE 6

Looking at the structure of (8), the last first integral required to prove integrability in the case $N=2$, we see that it can be written (with $\delta_{1}=2 \delta_{2}=0$ ) as

$$
\begin{equation*}
I=4 L_{12} K_{2}-2 H_{2}^{2}-2 K_{2}^{2} K_{1}+E_{2}^{2} K_{1} . \tag{17}
\end{equation*}
$$

This involves a quartic irreducible form $L_{12}$, with quantities of a triad in the range where $\lambda_{2}=2$ and another with $\lambda_{1}=1$, multiplied by a quadratic building block $K_{2}$ from the latter range. The term $H_{2}$ belong also to this range. It thus seems logical to expect the missing first integral in the general case to include in a similar vein all possible pairings of triads from both ranges. First, however, we get from (11) that
$\dot{H}_{p}=i \sum_{q=M+1}^{N} V_{q p}+2 i \sum_{m=1}^{M} V_{m p} \quad(p=M+1, \ldots, N)$,
$\dot{L}_{m p}=K_{m} \dot{K}_{p}+1 K_{p} \dot{K}_{m}+i \delta V_{m p} \quad(m=1, \ldots, M)$,
and hence

$$
\begin{align*}
& \sum_{p=M+1}^{N} \quad \dot{H}_{p}=2 i \sum_{m=1}^{M} \sum_{p=M+1}^{N} V_{m p}, \\
& \sum_{m=1}^{M}{ }^{M} \sum_{p=M+1}^{N} \dot{L}_{m p} \\
& \quad=\sum_{m=1}^{M} K_{m} \sum_{p=\sum_{+1}}^{N} \dot{K}_{p}+\frac{1}{4} \sum_{m=1}^{M} \dot{K}_{m} \sum_{p=M_{+1}}^{N} K_{p} \\
& \quad+i \delta \sum_{m=1}^{M} \sum_{p=M+1}^{N} V_{m p}  \tag{19}\\
& = \\
& =\mathscr{K}_{A} \dot{\mathscr{K}}_{B}+\frac{1}{4} \dot{K}_{A} \mathscr{K}_{B}+i \delta \sum_{m=1}^{M} \sum_{p=M+1}^{N} V_{m p},
\end{align*}
$$

if we call

$$
\begin{align*}
& \mathscr{K}_{A}=\sum_{m=1}^{M} K_{m}=\sum_{m=1}^{M}\left(a_{m} \bar{a}_{m}+b_{m} \overleftarrow{b}_{m}\right),  \tag{20}\\
& \mathscr{K}_{B}=\sum_{p=M+1}^{N} K_{p}=\sum_{p=M+1}^{N}\left(a_{p} \bar{a}_{p}+b_{p} \bar{b}_{p}\right) .
\end{align*}
$$

Keeping (17) in mind we set out to compute

$$
\begin{align*}
& \frac{d}{d t}\left[\sum_{m=1}^{M} \sum_{p=M+1}^{N} 4 L_{m p} \sum_{q=M+1}^{N} K_{q}-2\left(\sum_{p=M+1}^{N} H_{p}\right)^{2}\right] \\
& =4 \mathscr{K}_{A} \mathscr{K}_{B} \mathscr{K}_{B}+\mathscr{K}_{B}^{2} \mathscr{K}_{A} \\
& \quad+4 i \delta \mathscr{K}_{B} \sum_{m=1}^{M} \sum_{p=M_{+1}}^{N} V_{m p} \\
& \quad+4 \mathscr{K}_{B} \sum_{m=1}^{M} \sum_{p=M+1}^{N} L_{m p} \\
& \quad-8 i \sum_{p=M+1}^{N} H_{p} \sum_{m=1}^{M} \sum_{q=M+1}^{N} V_{m q} \tag{21}
\end{align*}
$$

and try to rewrite the rhs as a total derivative. Using the detailed expressions of all quantities as functions of $a_{j}, \bar{a}_{j}, b_{j}$, $\bar{b}_{j}, c$, and $\bar{c}$, we luckily find that

$$
\begin{align*}
& 4 i \delta \mathscr{K}_{B} \sum_{m=1}^{M} \sum_{p=M+1}^{N} V_{m p} \\
& \quad+4 \dot{K}_{B} \sum_{m=1}^{M} \sum_{p=M+1}^{N} L_{m p} \\
& \quad-8 i \sum_{p=M_{M+1}}^{N} H_{p} \sum_{m=1}^{M} \sum_{q=M+1}^{N} V_{m q} \\
& =2 \sum_{p, q=M+1}^{N} \sum_{p q} \dot{\mathscr{K}}_{A} \\
& =\frac{d}{d t} 2\left[\sum_{p, q=M+1}^{N} \sum_{p q} L_{\mathscr{K}_{A}}\right]-2 \mathscr{K}_{A} \mathscr{K}_{B} \dot{K}_{B} . \tag{22}
\end{align*}
$$

We are now home, as

$$
\begin{align*}
\frac{d}{d t} & {\left[4 \sum_{m=1}^{M} \sum_{p=M+1}^{N} L_{m p} \mathscr{K}_{B}-2\left(\sum_{p=M+1}^{N} H_{p}\right)^{2}\right] } \\
& =\frac{d}{d t}\left[2 \sum_{p, q=M+1}^{N} \sum_{p q} L_{p} \mathscr{K}_{A}+\mathscr{K}_{B}^{2} \mathscr{K}_{A}\right] . \tag{23}
\end{align*}
$$

Thus the final invariant is

$$
\begin{align*}
I_{A B}= & 4 \sum_{m=1}^{M} \sum_{p=M+1}^{N} L_{m p} \mathscr{K}_{B}-2\left(\sum_{p=M+1}^{N} H_{p}\right)^{2}-2 \sum_{p, q=M+1}^{N} \sum_{p q} \mathscr{K}_{A}-\mathscr{K}_{B}^{2} \mathscr{K}_{A} \\
= & \sum_{m=1}^{M} \sum_{p, q=}^{N} \sum_{M+1}^{N}\left[4\left(a_{m} b_{m} \bar{a}_{p} \bar{b}_{p}+\bar{a}_{m} \bar{b}_{m} a_{p} b_{p}\right)\left(a_{q} \bar{a}_{q}+b_{q} \bar{b}_{q}\right)-2\left(a_{p} b_{p} \bar{a}_{q} \bar{b}_{q}+\bar{a}_{p} \bar{b}_{p} a_{q} b_{q}\right)\left(a_{m} \bar{a}_{m}+b_{m} \bar{b}_{m}\right)\right. \\
& \left.-\left(a_{m} \bar{a}_{m}+b_{m} \bar{b}_{m}\right)\left(a_{p} \bar{a}_{p}+b_{p} \bar{b}_{p}\right)\left(a_{q} \bar{a}_{q}+b_{q} \bar{b}_{q}\right)\right]-2\left[\sum_{p=M+1}^{N}\left(a_{p} b_{p} \bar{c}+\bar{a}_{p} \bar{b}_{p} c+\frac{\delta}{2}\left(a_{p} \bar{a}_{p}+b_{p} \bar{b}_{p}\right)\right)\right]^{2} . \tag{24}
\end{align*}
$$

This first integral is automatically in involution with the Manley-Rowe relations and the Hamiltonian, so that one needs to check whether $\left\{I_{m}, I_{A B}\right\}(m=1, \ldots, M-1)$ and $\left\{I_{p}, I_{A B}\right\}(p=M+1, \ldots, N-1)$ vanish as well. Because $I_{A B}$ is not symmetric in the quantities of all triads [as Eq. (2) themselves are also not ], both sets of Poisson brackets are not analogous. So we first see that

$$
\begin{align*}
\left\{I_{m}, I_{A B}\right\} & =4 \mathscr{K}_{B} \sum_{n=m+1}^{M} \sum_{j=1}^{M} \sum_{p=M_{+1}}^{N}\left\{L_{m n}-\frac{1}{2} K_{m} K_{n}, L_{j p}\right\}-\left(2 \sum_{p, q=M+1}^{N} \sum_{p q}+\mathscr{K}_{B}^{2}\right) \sum_{n=m+1}^{M}\left\{L_{m n}, \mathscr{K}_{A}\right\} \\
& =4 \mathscr{K}_{B} \sum_{n=m+1}^{M} \sum_{p=M+1}^{N}\left\{L_{m n}-\frac{1}{2} K_{m} K_{n}, L_{m p}+L_{n p}\right\}=0 \quad(m=1, \ldots, M-1) . \tag{25}
\end{align*}
$$

The intervening Poisson brackets are easily shown to vanish with the help of (15). Because $\left\{L_{m n}, \mathscr{K}_{A}\right\}$ vanishes, so will $\left\{L_{p q}, \mathscr{K}_{B}\right\}$, and we have that

$$
\begin{align*}
\left\{I_{p}, I_{A B}\right\}= & 4 \mathscr{K}_{B} \sum_{q=p+1}^{N} \sum_{m=1}^{M} \sum_{r=M+1}^{N}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, L_{m r}\right\}-4 \sum_{q=p+1}^{N} \sum_{r, s=M+1}^{N} \sum_{M}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, H_{r}\right\} H_{s} \\
& -2 \mathscr{K}_{A} \sum_{q=p+1}^{N} \sum_{r, s=M+1}^{N} \sum_{M}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, L_{r s}\right\} \\
= & 4 \mathscr{K}_{B} \sum_{q=p+1}^{N} \sum_{m=1}^{M}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, L_{m p}+L_{m q}\right\}-4 \sum_{q=p+1}^{N} \sum_{r=M+1}^{N}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, H_{p}+H_{q}\right\} H_{r} \\
& -4 \mathscr{K}_{A} \sum_{q=p+1}^{N} \sum_{r=M+1}^{N}\left\{L_{p q}-\frac{1}{2} K_{p} K_{q}, L_{p r}+L_{q r}\right\}+2 \mathscr{K}_{A} \sum_{q=p+1}^{N}\left\{L_{p q}-\frac{1}{2} K_{p q}, L_{p p}+2 L_{p q}+L_{q q}\right\} \\
= & 0 \quad(p=M+1, \ldots, N-1) . \tag{26}
\end{align*}
$$

Thus we have the $2 N+1$ necessary first integrals in involution needed to prove complete integrability: $E_{0}, E_{1}, \ldots, E_{N}, H$, $I_{1}, \ldots, I_{M-1}, I_{M+1}, \ldots, I_{N-1}, I_{A B}$. That these are indeed independent can be proved via complete induction from the case $N=2$, but this is too lengthy to be included here.

## V. CONCLUSIONS

The above treatment was for multiple three-wave couplings, where the one common wave is a pump wave in each triad.

If the common wave is a daughter wave in each triad, the selection rules are

$$
\begin{equation*}
\Omega_{j}=\omega_{0}+\omega_{j}+\delta_{j} \quad(j=1, \ldots, N) \tag{27}
\end{equation*}
$$

This case is completely analogous and will not be detailed here.

As mentioned already elsewhere, ${ }^{8}$ the mixed case where the common wave is a pump wave in some triads and a daughter wave in others is qualitatively quite different, but was overlooked in other studies. ${ }^{5,6}$ For $N=2$ the selection rules are

$$
\begin{equation*}
\omega_{0}=\omega_{1}+\Omega_{1}+\delta_{1}, \quad \Omega_{2}=\omega_{0}+\omega_{2}+\delta_{2} \tag{28}
\end{equation*}
$$

It was surmised that this case would not be integrable, and this is borne out by the Painleve analysis that we carried out on the system of amplitude equations derived from

$$
\begin{align*}
H= & \lambda_{1}\left(a_{1} b_{1} \bar{c}+\bar{a}_{1} \bar{b}_{1} c\right)+\left(\delta_{1} / 2\right)\left(a_{1} \bar{a}_{1}+b_{1} \bar{b}_{1}\right) \\
& +\lambda_{2}\left(a_{2} \bar{b}_{2} c+\bar{a}_{2} b_{2} \bar{c}\right)+\left(\delta_{2} / 2\right)\left(a_{2} \bar{a}_{2}-b_{2} \bar{b}_{2}\right) \tag{29}
\end{align*}
$$

Because of its negative results, the analysis will not be given here. Suffice it to say that it flounders already at the first stage, where one has to determine the weights in trying to balance the most singular terms in the amplitude equations.

Multiple triads are thus integrable only if they are all coupled through a common pump or a common daughter wave.

We have now covered both cases proposed by Menyuk et al. ${ }^{4}$ (equal coupling constants in Ref. 8 and ratios 1 and 2 at present), essentially by exploiting the structure of invariants as polynomials in the irreducible forms. This should
amply demonstrate the power of this method in providing a fairly systematic procedure for uncovering missing first integrals, especially when combined with a proper Painlevé analysis and the Yoshida-Kovalevskaya approach.
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#### Abstract

A formula is obtained for the action transferred between two weakly coupled harmonic oscillators, where the time-dependent frequency of one oscillator passes through resonance with the fixed frequency of the other. The analysis employs an action-angle Hamiltonian that is the classical analog of an earlier wave-mechanical description of linear mode conversion. It represents a link between generalized Hamiltonian approaches to linear mode conversion, and those based on wave dispersion relations.


## I. INTRODUCTION

There is at present considerable interest in the process of linear mode conversion. ${ }^{1-15}$ In both plasma physics and geophysical fluid dynamics, the following question arises. What is the flow of energy between the linear normal modes, when at some point $x_{c}$ the inhomogeneity of the system causes the frequencies of two initially distinct normal modes with wave number $k_{c}$ to become degenerate, before again diverging? This question has previously been answered from two points of view, which the present paper is intended to link. Grimshaw and Allen, ${ }^{3}$ who were concerned with applications in geophysical fluid dynamics, considered a Hamiltonian system. Their multiple-time-scale analysis of the canonical evolution equations generated equations that were solved using parabolic cylinder functions. Cairns and Lashmore-Davies, ${ }^{6,8}$ who were concerned with applications in plasma physics, considered the wave dispersion relations that arise from the dielectric properties of magnetized plasmas. They carried out a generalized analysis of the local dispersion relation in which wave numbers map to the operator $-i d / d x$. The resulting coupled first-order differential equations gave rise to a second-order system which was solved in terms of Weber's equation, ${ }^{16}$ again using parabolic cylinder functions and reproducing where appropriate the results of earlier fourth-order calculations. ${ }^{2,5}$ Recently, a third line of approach to linear mode conversion has been developed, using Hermitian operators. ${ }^{13-15}$ In particular, in Ref. 15, a wavemechanical interpretation of the class of dispersion relation considered by Cairns and Lashmore-Davies ${ }^{6,8}$ was introduced. Using standard techniques of first-order perturbation theory, differential equations for the wave amplitudes were obtained that led in turn to Weber's equation. Once again, the standard result for energy transfer was obtained, using the asymptotic properties of parabolic cylinder functions. The success of wave-mechanical techniques represents the first of two steps that link the two basic approaches to linear mode conversion, namely, those based on wave dispersion relations and those based on Hamiltonian systems. The present paper is intended to provide the second step. We construct the classical Hamiltonian analog of the Hermitian system considered in Ref. 15, which is itself an extension of the dispersion relation approach. At the same time, the actionangle Hamiltonian that we construct and its method of solution necessarily have many features in common with the generalized Hamiltonian approach of Grimshaw and Allen. ${ }^{3}$ In
discussing these features further, we hope to show how the Hamiltonian and wave dispersion relation approaches to linear mode conversion reflect the same physical phenomenon.

## II. ACTION TRANSFER IN THE HAMILTONIAN SYSTEM

Let us now construct the classical mechanical analog of the wave-mechanical system considered in Ref. 15. It consists of two weakly coupled one-dimensional harmonic oscillators: the fundamental frequency $\omega_{1}$ of the first oscillator remains constant; that of the second oscillator is initially less than $\omega_{1}$, but increases slowly with time. At a particular time $t_{c}$, we have

$$
\begin{equation*}
\omega_{1}=\omega_{2}\left(t_{c}\right) \tag{1}
\end{equation*}
$$

so that for a finite interval of time the fundamental frequencies are degenerate or close to degenerate. We shall calculate the action transferred between the oscillators during the resonant interval at $t \simeq t_{c}$ when the fundamental frequencies remain nearly degenerate. This oscillator system can be represented by the explicitly time-dependent Hamiltonian
$H\left(p_{1}, q_{1}, p_{2}, q_{2}, t\right)=\frac{p_{1}^{2}}{2}+\frac{\omega_{1}^{2} q_{1}^{2}}{2}+\frac{p_{2}^{2}}{2}+\frac{\omega_{2}^{2}(t) q_{2}^{2}}{2}-\eta q_{1} q_{2}$.

It is convenient to carry out a canonical transformation of $H$ into action and angle variables using the generating function ${ }^{17}$

$$
\begin{equation*}
F\left(q_{1}, \theta_{1}, q_{2}, \theta_{2}, t\right)=\frac{\omega_{1} q_{1}^{2} \cot \theta_{1}}{2}+\frac{\omega_{2}(t) q_{2}^{2} \cot \theta_{2}}{2} \tag{3}
\end{equation*}
$$

This gives

$$
\begin{equation*}
p_{i}=\frac{\partial F}{\partial q_{i}}=\omega_{i} q_{i} \cot \theta_{i}, \quad J_{i}=-\frac{\partial F}{\partial \theta_{i}}=\frac{\omega_{i} q_{i}^{2}}{2 \sin ^{2} \theta_{i}} \tag{4}
\end{equation*}
$$

and the transformed Hamiltonian $K=H+\partial F / \partial t$ becomes

$$
\begin{align*}
K= & \omega_{1} J_{1}+\omega_{2}(t) J_{2}+\frac{\dot{\omega}_{2}}{2 \omega_{2}} J_{2} \sin 2 \theta_{2} \\
& -2 \eta\left(\frac{J_{1} J_{2}}{\omega_{1} \omega_{2}}\right)^{1 / 2} \sin \theta_{1} \sin \theta_{2} \tag{5}
\end{align*}
$$

Here $\dot{\omega}_{2}$ denotes $d \omega_{2} / d t$. We shall assume that $\dot{\omega}_{2}$ is small in the sense that $\dot{\omega}_{2} / \omega_{2} \ll \omega_{1}, \omega_{2}$, and that the coupling between the oscillators is weak in the sense that $\eta \ll \omega_{1}^{2}, \omega_{2}^{2}$. The canonical evolution equations for the actions $\dot{J}_{i}=-\partial K / \partial \theta_{i}$ can be written in the form

$$
\begin{align*}
\frac{d}{d t} J_{1}^{1 / 2}= & -\frac{\eta J_{2}^{1 / 2}}{2\left(\omega_{1} \omega_{2}\right)^{1 / 2}} \\
& \times\left[\sin \left(\theta_{1}-\theta_{2}\right)-\sin \left(\theta_{1}+\theta_{2}\right)\right]  \tag{6}\\
\frac{d}{d t} J_{2}^{1 / 2}= & -\frac{\dot{\omega}_{2}}{2 \omega_{2}} J_{2}^{1 / 2} \cos 2 \theta_{2}+\frac{\eta J_{1}^{1 / 2}}{2\left(\omega_{1} \omega_{2}\right)^{1 / 2}} \\
& \times\left[\sin \left(\theta_{1}-\theta_{2}\right)+\sin \left(\theta_{1}+\theta_{2}\right)\right] \tag{7}
\end{align*}
$$

using standard trigonometric identities. The canonical evolution equations for the angles $\dot{\theta}_{i}=\partial K / \partial J_{i}$ become

$$
\begin{align*}
\frac{d \theta_{1}}{d t}= & \omega_{1}-\frac{\eta}{\left(\omega_{1} \omega_{2}\right)^{1 / 2}}\left(\frac{J_{2}}{J_{1}}\right)^{1 / 2} \sin \theta_{1} \sin \theta_{2}  \tag{8}\\
\frac{d \theta_{2}}{d t}= & \omega_{2}(t)+\frac{\dot{\omega}_{2}}{2 \omega_{2}} \sin 2 \theta_{2} \\
& -\frac{\eta}{\left(\omega_{1} \omega_{2}\right)^{1 / 2}}\left(\frac{J_{1}}{J_{2}}\right)^{1 / 2} \sin \theta_{1} \sin \theta_{2} \tag{9}
\end{align*}
$$

The long-time-scale consequences of the terms involving $\dot{\omega}_{2}$ / $\omega_{2}$ in Eqs. (7) and (9) have been investigated, for the case of a single harmonic oscillator ( $\eta=0$ ), by Vandervoort. ${ }^{18}$ Here we shall concentrate on the two-oscillator resonant interval, defined to be the interval of time when the relative phase $\theta_{1}-\theta_{2}$ varies slowly compared to $\theta_{1}$ and $\theta_{2}$ themselves. By Eqs. (8) and (9), we have to leading order

$$
\begin{equation*}
\frac{d}{d t}\left(\theta_{1}-\theta_{2}\right)=\omega_{1}-\omega_{2}(t) \tag{10}
\end{equation*}
$$

Referring to Eq. (1), let us define a new independent variable

$$
\begin{equation*}
\tau=t-t_{c} \tag{11}
\end{equation*}
$$

and for future convenience we define

$$
\begin{equation*}
\mu=\left[\dot{\omega}_{2} / 2\right]_{t=t_{c}} \tag{12}
\end{equation*}
$$

Combining Eq. (1) and Eqs. (10)-(12), it follows that to leading order during the resonant interval,

$$
\begin{equation*}
\theta_{1}-\theta_{2}=-\mu \tau^{2}-\phi_{0} \tag{13}
\end{equation*}
$$

where $\phi_{0}$ is a constant. This is equivalent to the wave-mechanical result given by Eq. (30) of Ref. 15. In contrast to $\theta_{1}-\theta_{2}$, the other angular variables $2 \theta_{2}$ and $\theta_{1}+\theta_{2}$ that appear in Eqs. (6) and (7) oscillate rapidly during the resonant interval. On the time scale of interest, namely, the duration of the resonant interval, we assume that the changes in the actions $J_{i}$ arising from these rapidly oscillating terms are negligible, since they integrate almost to zero. Let us denote the slowly varying amplitudes of the actions $J_{i}$ by $\bar{J}_{i}$. Then using Eq. (13), Eqs. (6) and (7) give

$$
\begin{align*}
& \frac{d}{d \tau} \bar{J}_{1}^{1 / 2}=\frac{\eta}{2 \omega_{1}} \bar{J}_{2}^{1 / 2} \sin \left(\mu \tau^{2}+\phi_{0}\right)  \tag{14}\\
& \frac{d}{d \tau} \bar{J}_{2}^{1 / 2}=-\frac{\eta}{2 \omega_{1}} \bar{J}_{1}^{1 / 2} \sin \left(\mu \tau^{2}+\phi_{0}\right) . \tag{15}
\end{align*}
$$

Here we have simplified the coupling coefficients using the fact that $\omega_{2} \simeq \omega_{1}$ during the resonant interval. We note that the total averaged action $\bar{J}_{1}+\bar{J}_{2}$ is conserved by Eqs. (14) and (15). This is the discrete system analog of the wavemechanical result Eq. (22) of Ref. 15. Because we shall differentiate Eqs. (14) and (15) again with respect to $\tau$, it is
convenient to consider the complex system of which Eqs. (14) and (15) are the real part:

$$
\begin{align*}
& \frac{d}{d \tau} \bar{J}_{1}^{1 / 2}=i \frac{\eta}{2 \omega_{1}} \exp \left(-i \phi_{0}\right) \bar{J}_{2}^{1 / 2} \exp \left(-i \mu \tau^{2}\right)  \tag{16}\\
& \frac{d}{d \tau} \bar{J}_{2}^{1 / 2}=i \frac{\eta}{2 \omega_{1}} \exp \left(i \phi_{0}\right) \bar{J}_{1}^{1 / 2} \exp \left(i \mu \tau^{2}\right) \tag{17}
\end{align*}
$$

Then, defining complex variables

$$
a_{1}=\bar{J}_{1}^{1 / 2} \exp \left[i\left(\mu \tau^{2}+\phi_{0}\right) / 2\right]
$$

and

$$
a_{2}=\bar{J}_{2}^{1 / 2} \exp \left[-i\left(\mu \tau^{2}+\phi_{0}\right) / 2\right]
$$

and differentiating Eqs. (16) and (17) again with respect to $\tau$, we obtain two uncoupled second-order differential equations:

$$
\begin{align*}
& \frac{d^{2} a_{1}}{d \tau^{2}}+\left[\left(\frac{\eta}{2 \omega_{1}}\right)^{2}+\mu^{2} \tau^{2}-i \mu\right] a_{1}=0  \tag{18}\\
& \frac{d^{2} a_{2}}{d \tau^{2}}+\left[\left(\frac{\eta}{2 \omega_{1}}\right)^{2}+\mu^{2} \tau^{2}+i \mu\right] a_{2}=0 \tag{19}
\end{align*}
$$

Equations (18) and (19) are formally identical to Eqs. (35) and (36) of Ref. 15. A sequence of transformations, ${ }^{15}$ some previously noted by Budden, ${ }^{19}$ leads from these equations to Weber's equation. ${ }^{16}$ The asymptotic properties of the roots of Weber's equation have been employed by Cairns and Lashmore-Davies ${ }^{6,8}$ to calculate the energy transfer during linear mode conversion. It follows that the formula that describes the action transfer for coupled harmonic oscillators with a resonant interval can be obtained by relating the parameters arising in Eqs. (18) and (19) to those of Ref. 8. The fraction of the action initially possessed by the first oscillator that is transferred to the second during the resonant interval is

$$
\begin{equation*}
\alpha=1-\exp \left(-\pi \eta^{2} / 4 \omega_{1}^{2} \mu\right) \tag{20}
\end{equation*}
$$

where $\mu$ is defined by Eq. (12). The combination of parameters that occurs in the exponential in Eq. (20) is physically reasonable. It is proportional to the product of two dimensionless quantities, one large and one small: ( $\boldsymbol{\eta}$ / $\left.\omega_{1}^{2}\right)^{2}\left(\omega_{1}^{2} / \mu\right)$. Here $\eta / \omega_{1}^{2}<1$ is a measure of the strength of the coupling between the oscillators, and $\omega_{1}^{2} / \mu \gg 1$ is a measure of the number of rapid oscillation periods for which the oscillators remain in approximate resonance.

Thus far we have employed an action-angle Hamiltonian because it provides the closest classical analog of the wave-mechanical system considered in Ref. 15. Let us now examine the close similarities between this action-angle description and the generalized Hamiltonian approach of Ref. 3. First, we note that the components of Eqs. (6) and (7) that are significant during the resonant interval, namely, those with argument $\theta_{1}-\theta_{2}$, resemble Eq. (4.3) of Ref. 3, where, however, $\theta_{1}$ and $\theta_{2}$ are not canonical coordinates. Next, we note that during the resonant interval, the dependence of $\theta_{1}-\theta_{2}$ on the independent variable is quadratic in Eq. (13). In Ref. 3, the corresponding dependence is more complex, but we note from Eq. (4.10) of Ref. 3 that it includes a dominant quadratic term asymptotically. Equations (14) and (15) also differ from Eq. (4.8) of Ref. 3, insofar as the coupling coefficients are themselves functions
of the independent variable. Nevertheless, it is clear from the similarity of Eqs. (18) and (19) to Eq. (4.14) of Ref. 3 that these differences are essentially minor. Both approaches lead to equations that can be solved in terms of parabolic cylinder functions, the eigenfunctions of Weber's equation.

## III. CONCLUSIONS

A simple formula has been obtained for the action transferred between two weakly coupled one-dimensional harmonic oscillators, where the time-dependent frequency $\omega_{2}$ of one oscillator passes through resonance with the fixed frequency $\omega_{1}$ of the other. During the resonant interval, the coupled canonical evolution equations yield uncoupled sec-ond-order equations of a form that has been shown ${ }^{15}$ to transform to Weber's equation. ${ }^{16}$ The analysis of Weber's equation by Cairns and Lashmore-Davies, ${ }^{6,8}$ developed during studies of energy transfer during linear mode conversion in inhomogeneous plasmas, is adapted to give the action transfer between the harmonic oscillators. The present result was obtained using an action-angle Hamiltonian system that is the classical analog of the wave-mechanical system considered in Ref. 15. The latter is itself an extension of the wave dispersion relation approach to linear mode conversion. The theory presented here has, in addition, many points in common with the generalized Hamiltonian approach to linear mode conversion developed by Grimshaw and Allen. ${ }^{3}$ It
thus represents a link between the two basic classes of description of this phenomenon.
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#### Abstract

A decomposition of the solution of the dissipative wave equation into incoming and outgoing components across a smooth surface in a homogeneous region is presented. (The proof of the decomposition is given only for the plane surface.) This is then applied to the factorization of the dissipative wave equation into incoming and outgoing components in a planar-stratified medium. The Ricatti integral-differential equation for the reflection operator that relates the two components is obtained. It is shown how the zeroth and second moments (with respect to the transverse variable in a planar-stratified medium) of the reflection kernel can be used in the inverse problem to recover the velocity and dissipation coefficient from knowledge of the scattered field.


## I. INTRODUCTION

A common technique ${ }^{1,2}$ for the formulation of the timedependent inverse problem, associated with the one-dimensional wave equation as well as related equations, ${ }^{3}$ is based upon the concept of wave splitting. In one-dimensional problems this entails decomposing the wave into up- and down-going wave components. Invariant imbedding techniques ${ }^{4,5}$ and their variations are used to get an equation for the reflection operator (the operator relating the up-going wave component to the down-going wave component). The equation for the reflection operator contains a quadratic nonlinearity and is commonly known in the terminology of inverse scattering as being a Ricatti-type equation, the reason for this being the fact that in the one-dimensional problem in the frequency domain the equation is an ordinary differential equation with the quadratic term (Ricatti equation). However, the equation for the reflection operator in the time-dependent case takes the form of an integral-differential equation with the quadratic term involving a convolution. The initial condition associated with the kernel of the reflection operator is related to the unknown coefficient of the wave equation. The importance of the whole approach is that the Ricatti equation for the reflection operator's kernel has been used successfully in numerical schemes for solving the inverse problem. ${ }^{3,6-8}$

Recently this approach has been generalized to the wave equation in three dimensions, first to the case where the medium is planar stratified, ${ }^{9}$ then for the more general case of nonplanar stratifications. ${ }^{10}$ Here the concept of up- and down-going waves is replaced by the concept of outgoing and incoming wave across a smooth surface $S$. The key to the analysis is the development of an incoming and outgoing wave condition on the surface $S$, which is expressed in terms of a linear operator relationship between the wave function $u$ and its normal derivative $\partial u / \partial n$ on $S$. This is used to factor the wave equation into incoming and outgoing components. From this the form of the reflection operator and its Ricatti equation are obtained for the special case of a planar-stratified medium. At present the reflection operator and its equation are being examined for cylindrical geometry, and numerical work is applied to the associated inverse problem. ${ }^{11}$

Here in this paper the wave-splitting process that was developed previously ${ }^{9,10}$ for the wave equation in $\mathbf{R}^{3}$ is generalized to apply to the dissipative wave equation (or telegraph equation) ${ }^{12}$

$$
\begin{equation*}
\square u+b \frac{\partial u}{\partial t}=0 \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\square=\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial x_{1}^{2}}-\frac{\partial^{2}}{\partial x_{2}^{2}}-\frac{\partial^{2}}{\partial x_{3}^{2}}, \tag{2}
\end{equation*}
$$

with the coefficient $b \geqslant 0$. The corresponding incoming and outgoing wave condition expressed as a linear operator relationship between $u$ and $\partial u / \partial n$ on a smooth surface $S$ is obtained, for the case where the coefficients $b$ and $c$ are constant (with the proof of the decomposition given only for the plane surface). This is then generalized to the case where the medium is stratified, with emphasis on plane stratification where $b$ and $c$ are functions of $x_{3}$ only. The reflection operator and its Ricatti equation are obtained for the special case of a planar-stratified medium. The associated inverse problem for a stratified half-space is treated where reflection data on the surface are used to get the coefficients $b, c$ in the upper, or penetrable, layer of the medium. Since the waves are attenuated due to absorption, it is not practical to get the coefficients $b$ and $c$ deep inside the medium from reflection data on the surface.

Except for the work of Buzdin ${ }^{13}$ or Blagoveshchenskii, ${ }^{14}$ the time-dependent inverse problem treated here for the dissipative wave equation differs from previous work ${ }^{6,7,15,16}$ in which the geometry that is taken is a one-dimensional slab and where reflection data on both sides are employed. A Gelfand-Levitan-type system was developed by Weston ${ }^{15}$ and the results generalized by Krueger. ${ }^{16}$ More recently Kristensson and Krueger ${ }^{6,7}$ have applied the wave-splitting technique to obtain the Ricatti equation formulation for the reflection kernels.

Buzdin's ${ }^{13}$ approach to the inverse problem for a planestratified medium involves directly taking two moments of the dissipative wave equation (telegraph equation) and reducing it to a system of two partial differential equations in
two independent variables (time $t$ and depth parameter $z$ ). Cauchy data (reflection data) at $z=0$ are used to transfer the system into a system of integrodifferential equations, by integrating over a triangle formed by the characteristics. The resulting nonlinear system can be solved up to a certain depth of penetration.

The emphasis in this paper is on the development of the wave splitting into outgoing and incoming waves in a stratified medium, and the determination of the equation that must be satisfied by the associated reflection operator for a plane-stratified medium. This approach has the potential (as ongoing research indicates) to be applied to the more general inverse problem associated with a nonhomogeneous medium. The moment approach (applied to the reflection operator) is employed in the latter part of this paper to demonstrate the existence of the solution to the inverse problem.

## II. INCOMING AND OUTGOING WAVE CONDITION FOR A HOMOGENEOUS MEDIUM

Let $S$ be a smooth ( $C^{2}$ ) surface enclosing an open region $D_{i}$ in $\mathbf{R}^{3}$ that may or may not be bounded. Let the corresponding open exterior region be denoted by $D_{e}$. In this section, conditions will be derived to indicate whether or not a solution $u$ of the dissipative wave equation (1) represents an outgoing or incoming wave across $S$. This condition will take the form of a linear relation between $u$ and $\partial u / \partial n$ on $S$. From the physical standpoint an outgoing wave across $S$ is produced by sources in $D_{i}$ and is represented mathematically by the solution of exterior initial-value and boundary-value problems, with the initial values of $u, \partial u / \partial t$ being zero in $\overline{D_{e}}$. A corresponding formulation holds for incoming waves.

To develop the outgoing wave condition on $S$, the Kirchhoff formula for the exterior problem

$$
\begin{align*}
& \square u+b u_{i}=0, \quad t>0, \quad x \in D_{e}, \\
& u=u_{t}=0, \quad t=0, \quad x \in \overline{D_{e}}, \tag{3}
\end{align*}
$$

where $b$ and $c$ are constants and $b \geqslant 0$, is needed. If $\mathscr{C}(x, t)$ is the fundamental solution of the system

$$
\begin{equation*}
\square \mathscr{C}+b \mathscr{C}_{t}=\delta(x) \delta(t), \quad \mathscr{B}=0, \quad t<0, \tag{4}
\end{equation*}
$$

then it follows in the usual manner that for $t>0, x_{0} \in D_{e}$,

$$
\begin{align*}
u\left(x_{0}, t\right)= & -\int_{0}^{t} \int_{S}\left\{\mathscr{E}\left(x-x_{0}, t-s\right) \frac{\partial u}{\partial n}\right. \\
& \left.-u \frac{\partial}{\partial n} \mathscr{E}\left(x-x_{0}, t-s\right)\right\} d \sigma_{x} d s, \tag{5}
\end{align*}
$$

where $d \sigma_{x}$ is an element of surface area on $S$ and $\partial / \partial n$ is the normal derivative on $S$ taken in the direction of the normal pointing into region $D_{e}$. The precise form of $\mathscr{E}(x, t)$ is given by ${ }^{12}$

$$
\begin{align*}
\mathscr{E}(x, t)= & \left\{\frac{c H(c t) \delta\left(c^{2} t^{2}-|x|^{2}\right)}{2 \pi}\right. \\
& \left.+\frac{b c^{2} H(c t-|x|) I_{1}\left(b c \sqrt{c^{2} t^{2}-|x|^{2}} / 2\right)}{8 \pi \sqrt{c^{2} t^{2}-|x|^{2}}}\right\} e^{-b c^{2} t / 2} \tag{6}
\end{align*}
$$

where $I_{1}$ is the modified Bessel function of order 1 , and $H(t)$ is the Heaviside step function.

With the variable of integration $x$ replaced by $y$, and expression (6) inserted for $\mathscr{E}\left(x-x_{0}, t-s\right)$, relation (5) reduces to the explicit form

$$
\begin{align*}
u\left(x_{0}, t\right)= & -\frac{1}{4 \pi} \int_{S}\left\{\mathrm{E} u_{n}\left[x_{0}, y, t\right]\right. \\
& \left.-\frac{\partial r}{\partial n_{y}} \frac{\partial}{\partial r}\left(\mathrm{E} u\left[x_{0}, y, t\right]\right)\right\} H\left(t-\frac{r}{c}\right) d \sigma_{y}, \\
& \text { where } r=\left|x_{0}-y\right| \tag{7}
\end{align*}
$$

and the operator $\mathbf{E}$ acting on a function $f(y, t), y \in S$, is defined as follows:

$$
\begin{align*}
\mathbf{E} f\left[x_{0}, y, t\right]= & \frac{1}{r} f\left(y, t-\frac{r}{c}\right) \exp \left(-\frac{b c r}{2}\right) \\
& +\frac{b^{2} c^{3}}{4} \int_{0}^{t-r / c} \exp \left[\frac{b c^{2}(s-t)}{2}\right]\left\{\frac{I_{1}(\zeta)}{\zeta}\right\} \\
& \times f(y, s) d s \tag{8}
\end{align*}
$$

where $\zeta=b c^{2}\left[(t-s)^{2}-(r / c)^{2}\right]^{1 / 2} / 2$.
The outgoing wave condition is obtained by letting $x_{0} \in D_{e}$ approach $x$ on $S$. In taking the limit one must note that the second term in the integral on the right-hand side of Eq. (7) has the property of a double-layer potential, ${ }^{17}$ and hence has a jump discontinuity across $S$. Taking this into account and using the same approach that was employed for the wave equation, ${ }^{10}$ one subsequently obtains the result

$$
\begin{equation*}
(\mathbf{I}+\mathbf{M}) u+\mathbf{K} u_{n}=0, \quad x \in S \tag{9}
\end{equation*}
$$

which is the sought-for outgoing wave condition on $S$. Here I is the identity operator, and the operators $\mathbf{M}$ and $\mathbf{K}$ are defined as follows:

$$
\begin{align*}
& \mathbf{K} w[x, t]=\frac{1}{2 \pi} \int_{S}(\mathrm{E} w[x, y, t]) H\left(t-\frac{r}{c}\right) d \sigma_{y}  \tag{10}\\
& \mathbf{M} w[x, t]=-\frac{1}{2 \pi} \int_{S} \frac{\partial r}{\partial n_{y}} \frac{\partial}{\partial r}(\mathrm{E} w[x, y, t]) H\left(t-\frac{r}{c}\right) d \sigma_{y} \tag{11}
\end{align*}
$$

for $x \in S, t \in \mathbf{R}$. The Heaviside step function is introduced in these operators to take care of the initial condition that $u=u_{t}=0$ for $t \leqslant 0, x \in S$.

For the special case where there is no dissipation, $b=0$, $\mathbf{K}$ reduces to the operator

$$
\mathbf{K} w=\frac{1}{2 \pi} \int_{S} \frac{w(y, t-r / c)}{r} H\left(t-\frac{r}{c}\right) d \sigma_{y}
$$

given in the previous paper. ${ }^{10}$
The corresponding incoming wave condition is obtained by treating the interior initial-value problem in a similar manner. The resulting incoming wave condition is given by

$$
\begin{equation*}
(\mathbf{I}-\mathbf{M}) u-\mathbf{K} u_{n}=0, \quad x \in S \tag{12}
\end{equation*}
$$

For the special case when $S$ is a plane surface, $\partial r / \partial n=0$ for $\boldsymbol{x}, y \in S$; hence the operator $M$ is identically zero. The outgoing and incoming wave conditions reduce to

$$
\begin{equation*}
u \pm K u_{n}=0, \quad x \in S \text { (a plane surface). } \tag{13}
\end{equation*}
$$

Using the two lemmas that are proved in Appendix C, it will be shown next that the operators $K$ and $M$ are compact. The time interval $T$ may have to be restricted depending upon the complexity of the surface $S$, due to condition ( C 2 ) of Appendix C. Hölder continuity in the time variable will be needed (see Appendix C for appropriate definitions).

Theorem 1: If $S$ is a Lyapunov closed surface, ${ }^{17}$ then (i) K is a compact operator mapping $C(S) \times C^{(0, \lambda)}[0, T]$ into $C(S) \times C_{0}[0, T]$, and (ii) $\mathbf{M}$ is a compact operator mapping $C(S) \times C^{(1, \lambda)}[0, T]$ into $C(S) \times C_{0}[0, T]$, where $\lambda, 0<\lambda \leqslant 1$, is the Hölder index, and $C_{0}[0, T]$ is the space of continuous functions of $t$ on $[0, T]$ that vanish at $t=0$.

Proof: From Eq. (10) it is seen that the operator $\mathbf{K}$ can be decomposed in the following manner:

$$
\mathbf{K} u=\mathbf{G} u+\mathbf{H} u
$$

where $\mathbf{G}$ corresponds to the operator in Lemma 1 of Appendix $C$ with kernel

$$
g(x, y)=\frac{1}{2 \pi r} \exp \left(-\frac{b c r}{2}\right), \quad r=|x-y|
$$

and $\mathbf{H}$ corresponds to the operator in Lemma 2 of Appendix C with kernel

$$
h(x, y, t)=\frac{1}{8 \pi} b^{2} c^{3} \exp \left[-\frac{b c^{2} t}{2}\right] \frac{I_{1}(\zeta)}{\zeta}
$$

with $\zeta=b c^{2}\left(t^{2}-r^{2} / c^{2}\right)^{1 / 2} / 2$. Because these kernels satisfy the conditions in the lemmas, the compactness of $\mathbf{K}$ follows from the compactness of $\mathbf{G}$ and $\mathbf{H}$.

From Eq. (11) it follows that the operator $\mathbf{M}$ can be decomposed as follows:

$$
\mathbf{M} u=\mathbf{G}_{1} u+\mathbf{H}_{1} u+\mathbf{G}_{2} u_{t},
$$

with $\mathbf{G}_{1}, \mathbf{G}_{2}$ corresponding to the operator in Lemma 1 with respective kernels

$$
\begin{aligned}
& g_{1}(x, y)=\frac{1}{2 \pi} \frac{\partial r}{\partial n_{y}}\left[\frac{1}{r^{2}}+\frac{b c}{2 r}+\frac{b^{2} c^{2}}{8}\right] \exp \left(-\frac{b c r}{2}\right) \\
& g_{2}(x, y)=\frac{1}{2 \pi r c} \frac{\partial r}{\partial n_{y}} \exp \left(-\frac{b c r}{2}\right)
\end{aligned}
$$

and $\mathbf{H}_{1}$ corresponding to the operator in Lemma 2 with kernel

$$
h_{1}(x, y)=\frac{b^{4} c^{5} r}{32 \pi} \frac{\partial r}{\partial n_{y}}\left\{\frac{I_{2}(\zeta)}{\zeta}\right\} \exp \left(-\frac{b c^{2} t}{2}\right)
$$

with $\zeta=b c^{2}\left(t^{2}-r^{2} / c^{2}\right)^{1 / 2} / 2$ and $I_{2}$ the modified Bessel function of order 2 . Since $S$ is a Lyapunov surface (with Hölder smoothness in unit normal, $\left|n_{z}-n_{y}\right| \leqslant \kappa|x-y|^{\alpha}$, $0<\alpha \leqslant 1$ ), it follows from Vladimirov ${ }^{17}$ that

$$
\left|\frac{\partial r}{\partial n_{y}}\right| \leqslant a|x-y|^{\alpha}
$$

hence $g_{1}, g_{2}, h_{1}$ satisfy the requirements of the lemmas. Compactness of $\mathbf{M}$ thus follows.

## III. WAVE SPLITTING IN A HOMOGENEOUS MEDIUM

With the incoming and outgoing wave conditions now established, the splitting of the solution of the dissipative equation into incoming and outgoing waves can be obtained. However, before considering this, some results on the exis-
tence and structure of the inverse operator $\mathbf{K}^{-1}$ have to be established.

Theorem 2: The null space of $K$ is empty, and $K^{-1}$ exists.
Proof: The proof depends upon the fact that the interior and exterior Dirichlet initial-value problem associated with Eq. (1) has a unique solution. This follows from the energy integral ${ }^{18}$ associated with Eq. (1),

$$
\begin{aligned}
\iint & \left\{\frac{1}{2} \frac{\partial}{\partial t}\left[\frac{1}{c^{2}} u_{t}^{2}+|\nabla u|^{2}\right]+b\left(u_{t}\right)^{2}-\nabla \cdot\left(u_{t} \nabla u\right)\right\} \\
& \times d x d t=0
\end{aligned}
$$

which indicates the importance of $b$ being non-negative.
Let $v(x, t) \in C(S) \times C[0, T]$ be a solution of $K v=0, x \in S$. Then set

$$
\begin{equation*}
u(x, t)=\frac{1}{2 \pi} \int_{S} \mathrm{E} v[x, y, t] H\left(t-\frac{r}{c}\right) d \sigma_{y} \tag{14}
\end{equation*}
$$

where $x \in \mathbb{R}^{3}$. It thus follows from the Kirchhoff formula (7) (with $u_{n}=-2 v, u=0$, on $S$ ) that $u$ is a solution of Eq. (1) in $D_{e}$ and $D_{i}$. Because of the presence of the Heaviside step function, it follows that $u=u_{t}=0$ for $t=0$ and $x \in D_{e}$ or $x \in D_{i}$. Furthermore, since $K v=0$, it follows that $u=0, x \in S$. Hence from uniqueness of the solution of the Dirichlet ini-tial-value problem it follows that $u(x, t) \equiv 0$, for $x \in D_{e}$ or $D_{i}$, $t \geqslant 0$. From the jump condition associated with the singlelayer potential term ${ }^{10,17}$ in expression (14),

$$
\left[\frac{\partial u}{\partial n}\right]_{-}^{+}=-2 v(x, t), \quad x \in S
$$

it follows that $v \equiv 0, t \geqslant 0$. Thus the null space of $K$ is empty, and $K^{-1}$ exists.

The precise form of $K^{-1}$ will now be established for the case of a plane surface. The following will be defined.

Definition: If $S$ is the plane surface $x_{3}=$ const, then the transverse d'Alembertian $\square_{T}$ associated with this surface is given by

$$
\begin{equation*}
\square_{T} \equiv \frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial x_{1}^{2}}-\frac{\partial^{2}}{\partial x_{2}^{2}} \tag{15}
\end{equation*}
$$

Theorem 3: If $S$ is a plane surface, then

$$
\begin{equation*}
\mathbf{K}^{-1}=\left(\square_{T}+b \frac{\partial}{\partial t}\right) \mathbf{K} \tag{16}
\end{equation*}
$$

Proof: Let $S$ be the surface $x_{3}=0$, and $D_{e}$ the region $x_{3}>0$. Let $u$ be a solution of Eq. (1) in the open region $x_{3}>-\delta$ (where $\delta>0$ ) containing the surface $S$, and let it satisfy the initial condition $u=u_{t}=0$ there at $t=0$. Use the fact that if $u$ is a solution of Eq. (1) in a homogeneous medium, then $\partial u / \partial x_{3}$ is also a solution, and apply the Kirchhoff formula (7) with $u$ replaced by $\partial u / \partial x_{3}$. As before let $x_{0} \in D_{e} \rightarrow x \in S$ and, using the result $\partial u / \partial n=\partial u / \partial x_{3}$ on $S$, obtain (for the outgoing wave)

$$
\frac{\partial u}{\partial x_{3}}+\mathbf{K} \frac{\partial^{2} u}{\partial x_{3}^{2}}=0, \quad x \in S
$$

which corresponds to Eq. (13) (upper sign) with $u$ replaced by $\partial u / \partial x_{3}$. Since $u$ satisfies Eq. (1) for $x \in S$ and $u=u_{t}=0$ for $t=0$, it follows that

$$
\frac{\partial u}{\partial n}+\mathbf{K}\left(\square_{T}+b \frac{\partial}{\partial t}\right) u=0
$$

or

$$
\frac{\partial u}{\partial n}+\left(\square_{T}+b \frac{\partial}{\partial t}\right) \mathbf{K} u=0, \quad x \in S .
$$

Comparing this last equation with Eq. (13) for the outgoing wave (upper sign), it is seen that

$$
\mathbf{K}^{-1}=\left(\square_{T}+b \frac{\partial}{\partial t}\right) \mathbf{K}=\mathbf{K}\left(\square_{T}+b \frac{\partial}{\partial t}\right)
$$

The problem of splitting a solution of the dissipative wave equation into two wave components crossing the surface $S$ can now be considered.

From the identity

$$
u=\frac{1}{2}\left[u-\mathbf{M} u-\mathbf{K} u_{n}\right]+\frac{1}{2}\left[u+\mathbf{M} u+\mathbf{K} u_{n}\right]
$$

it is seen that $u$ can be decomposed as follows:

$$
\begin{equation*}
u=u^{+}+u^{-} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{u}^{ \pm}=\frac{1}{2}\left[(\mathbf{I} \mp \mathbf{M}) u \mp \mathbf{K} u_{n}\right] \tag{18a}
\end{equation*}
$$

For the case of a plane surface ( since $\mathbf{M} \equiv 0$ ) the two components are given by

$$
\begin{equation*}
u^{ \pm}=\frac{1}{2}\left[u \mp \mathbf{K} u_{n}\right], \quad S \text { a plane } . \tag{18b}
\end{equation*}
$$

For the latter case of a plane surface (say $x_{3}=0$ ), if $u$ satisfies the dissipative wave equation in a region in the neighborhood of $x_{3}=0$, then since $\partial / \partial n=\partial / \partial x_{3}$, and $\partial /$ $\partial x_{3}$ commutes with the operator $K$ (its kernel does not contain $x_{3}$ ), it follows that

$$
\begin{aligned}
\left(u^{ \pm} \pm \mathbf{K} u_{n}^{ \pm}\right) & =\left(\mathbf{I} \pm \mathbf{K} \frac{\partial}{\partial x_{3}}\right) u^{ \pm} \\
& =\frac{1}{2}\left(\mathbf{I} \pm \mathbf{K} \frac{\partial}{\partial x_{3}}\right)\left(\mathbf{I} \mp \mathbf{K} \frac{\partial}{\partial x_{3}}\right) u \\
& =\frac{1}{2}\left[\mathbf{I}-\mathbf{K}^{2} \frac{\partial^{2}}{\partial x_{3}^{2}}\right] u \\
& =\frac{1}{2}\left[\mathbf{I}-\mathbf{K}^{2}\left(\square_{T}+b \frac{\partial}{\partial t}\right)\right] u=0
\end{aligned}
$$

the last result following from Eq. (16 ). This implies that $u^{+}$ and $u^{-}$satisfy, respectively, the conditions for an outgoing and incoming wave on a plane surface. Hence we have the following theorem.

Theorem 4: If $u$ satisfies the dissipative wave equation ( $b$ and $c$ constant) in an open region $D$ containing a plane surface $S, u=u_{t}=0$ for $t \leqslant 0$, then $u$ can be split up into two components $u^{+}$and $u^{-}$given by Eq. (18b), which satisfy the outgoing and incoming wave condition across $S$.

What about the case of a general smooth surface $S$ ? Do $u^{+}$and $u^{-}$satisfy the outgoing and incoming wave conditions on $S$ ? For the case of the nondissipative wave equation where $b=0$, the answer is yes. The proof, which is very long and tricky, is given in the previous paper. ${ }^{10}$ Since the major part of the analysis in the remainder of this paper pertains to the planar case, the proof of the corresponding theorem on wave splitting on a smooth surface $S$ for the dissipative wave
equation will be left to later work. However, for the remainder of this section and in the initial part of the next section we will work with the decomposition given by Eq. (18a) for a general surface, before specializing to a plane surface.

It is convenient to express the decomposition in vector form as

$$
\left[\begin{array}{l}
u^{+}  \tag{19}\\
u^{-}
\end{array}\right]=T\left[\begin{array}{c}
u \\
u_{n}
\end{array}\right],
$$

where the matrix operator $T$ is given by

$$
T=\frac{1}{2}\left[\begin{array}{cc}
(\mathbf{I}-\mathbf{M}) & -\mathbf{K}  \tag{20}\\
(\mathbf{I}+\mathbf{M}) & \mathbf{K}
\end{array}\right]
$$

The inverse of $T$ is given by

$$
T^{-1}=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{I}  \tag{21}\\
-\mathbf{K}^{-1}(\mathbf{I}+\mathbf{M}) & \mathbf{K}^{-1}(\mathbf{I}-\mathbf{M})
\end{array}\right]
$$

## IV. FACTORIZATION OF THE DISSIPATIVE WAVE EQUATION IN A PLANAR-STRATIFIED MEDIUM

The splitting developed in the previous section (and proved only for the planar case) can be used to factor the dissipative wave equation in a stratified medium in a similar manner as was done for the nondissipative case in paper. ${ }^{10}$ The stratified medium is composed of a one-parameter family of smooth (nonintersecting) nested surfaces. With $\alpha$ being the parameter, the surfaces are characterized by $\alpha=$ const, and for such a stratified medium the variables in Eq. (1) representing material properties will be a function of $\alpha$ only, i.e., $c=c(\alpha)$ and $b=b(\alpha)$. In generalizing the wave splitting to a stratified medium, the same operators $K$ and $M$ developed in the previous section for a homogeneous medium will be used with the surface $S$ given by $\alpha=$ const. However, these operators will be modified by replacing the material constants $c$ and $b$ by functions of $\alpha$, namely, $c(\alpha)$ and $b(\alpha)$, respectively. Any identities involving these operators acting as a mapping from the surface $S(\alpha=$ const) to the same surface will still hold. This includes the inverse relation (16) for a plane-stratified medium. With these modifications to the operators $K$ and $M$, the wave splitting for a stratified medium will take the same form as for the homogeneous medium, i.e., the appropriate splittings are still given by the system (20).

In order to apply the wave splitting to the factorization of Eq. (1) for a stratified medium, additional identities or relations involving the operators $\mathbf{M}, \mathrm{K}$ have to be developed. As in the previous paper ${ }^{10}$ the normal derivatives $\partial \mathbf{K} / \partial n$, $\partial \mathbf{M} / \partial n$ of the operators have to be defined and their properties established.

However, instead of analyzing the general stratified medium, the remainder of this paper will concentrate on the special case of a plane-stratified medium with the purpose of establishing the usefulness of such factorization in the inverse problem.

Great simplification results for the plane-stratified medium, since the operator $M \equiv 0$, and the operator $\partial K / \partial n$ is easy to define and obtain.

Let the plane-stratified surfaces be given as $x_{3}=$ const; hence $c=c\left(x_{3}\right), b=b\left(x_{3}\right)$. As in Refs. 1, 2, 9, and 10, the
factorization of the dissipative wave equation is achieved by combining the identity

$$
\frac{\partial u}{\partial x_{3}}=\frac{\partial u}{\partial n}
$$

together with the dispersive wave equation written in the form

$$
\frac{\partial^{2} u}{\partial x_{3}^{2}}=\square_{T} u+b \frac{\partial u}{\partial t}
$$

to obtain the vector formulation

$$
\frac{\partial}{\partial x_{3}}\left[\begin{array}{c}
u  \tag{22}\\
u_{n}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
\left(\square_{T}+b \frac{\partial}{\partial t}\right) & 0
\end{array}\right]\left[\begin{array}{c}
u \\
u_{n}
\end{array}\right]
$$

where $\square_{T}$ is given by Eq. (15) .
Substitute the relation into Eq. (22)

$$
\left[\begin{array}{c}
u \\
u_{n}
\end{array}\right]=T^{-1}\left[\begin{array}{l}
u^{+} \\
u^{-}
\end{array}\right]
$$

and premultiply the resulting system by the matrix operator $T$ to give

$$
\frac{\partial}{\partial x_{3}}\left[\begin{array}{l}
u^{+}  \tag{23}\\
u^{-}
\end{array}\right]=W\left[\begin{array}{l}
u^{+} \\
u^{-}
\end{array}\right]
$$

where

$$
W=T\left[\begin{array}{cc}
0 & 1 \\
\left(\square_{T}+b \frac{\partial}{\partial t}\right) & 0
\end{array}\right] T^{-1}-T \frac{\partial T^{-1}}{\partial x_{3}}
$$

Using the relation

$$
T \frac{\partial T^{-1}}{\partial x_{3}}=-\frac{\partial T}{\partial x_{3}} T^{-1}
$$

and

$$
\frac{\partial T}{\partial x_{3}}=\frac{1}{2}\left[\begin{array}{cc}
0 & -1 \\
0 & 1
\end{array}\right] \frac{\partial \mathbf{K}}{\partial x_{3}}
$$

together with expression (20) for $T$ (with $\mathbf{M} \equiv 0$ ) as well as relation (16) for the inverse operator $K^{-1}$, expression (23) can be reduced to the following:

$$
\begin{align*}
\frac{\partial}{\partial x_{3}}\left[\begin{array}{l}
u^{+} \\
u^{-}
\end{array}\right]= & {\left[\begin{array}{cc}
-\mathbf{K}^{-1} & 0 \\
0 & \mathbf{K}^{-1}
\end{array}\right]\left[\begin{array}{l}
u^{+} \\
u^{-}
\end{array}\right] } \\
& +\frac{1}{2}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right] \mathbf{K}^{\prime} \mathbf{K}^{-1}\left[\begin{array}{l}
u^{+} \\
u^{-}
\end{array}\right] \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{K}^{\prime}=\frac{\partial \mathbf{K}}{\partial x_{3}} \tag{25}
\end{equation*}
$$

This is the sought-for factorization of the dissipative wave equation.

## V. REFLECTION OPERATOR FOR A PLANESTRATIFIED MEDIUM

In a homogeneous region exterior to a scattering body (characterized in this paper by a stratified medium) $u^{+}$ would correspond to the scattered wave produced by the wave $u^{-}$, which is incident upon the scattering body. A linear relationship between the two waves exists in the form
$u^{+}=\mathbf{R} u^{-}$. In this section the equation that must be satisfied by the reflection (or scattering) operator $\mathbf{R}$ will be sought for the case of a plane-stratified medium. This equation plays a key role in both the direct and inverse scattering problems.

The formal equation satisfied by the operator $\mathbf{R}$ is obtained in the usual manner ${ }^{2,9,10}$ from the factorized system (24). First, $\boldsymbol{u}^{+}$is replaced by $\mathbf{R} \boldsymbol{u}^{-}$in this system. Then, since the operator $\mathbf{R}$ contains $x_{3}$ as a parameter, the term $\partial\left(\mathbf{R} u^{-}\right) / \partial x_{3}$ appearing on the left-hand side of the first equation of the system is replaced by ( $\partial \mathbf{R} /$ $\left.\partial x_{3}\right) u^{-}+\mathbf{R} \partial u^{-} / \partial x_{3}$. Finally, the second equation of system (24) is used to eliminate $\partial u^{-} / \partial x_{3}$. The resulting system is a single equation involving $u^{-}$only. It takes the form

$$
\begin{align*}
& \frac{\partial \mathbf{R}}{\partial x_{3}} \boldsymbol{u}^{-}+\left(\mathbf{R} \mathbf{K}^{-1}+\mathbf{K}^{-1} \mathbf{R}\right) u^{-} \\
&+\frac{1}{2}\left(\mathbf{R} \mathbf{K}^{\prime} \mathbf{K}^{-1}-\mathbf{K}^{\prime} \mathbf{K}^{-1} \mathbf{R}\right) u^{-} \\
&=\frac{1}{2} \mathbf{R} \mathbf{K}^{\prime} \mathbf{K}^{-1} \mathbf{R} \boldsymbol{u}^{-}-\frac{1}{2} \mathbf{K}^{\prime} \mathbf{K}^{-1} \boldsymbol{u}^{-}, \tag{26}
\end{align*}
$$

which is the Ricatti integral-differential equation.
Noting that $u^{-}$is an arbitrary function vanishing at $t=0$, the formal equation for the reflection operator [just Eq. (25) with the term $u^{-}$omitted] is easily obtained. However, for a complete analysis one needs the precise form of the operator $\mathbf{R}$. For one-dimensional cases, it can be shown from studying the initial-value problem that the reflection operator is the form of a convolution in the time variable with the spatial variable remaining a parameter. In the previous paper ${ }^{9}$ for the nondissipative wave equation in a planestratified medium, it takes the form of an operator acting on a convolution (in time and transverse spatial variables), with the variable that changes in the direction of the stratifications remaining a parameter.

The precise form of $R$ will not be given here. This will be done elsewhere. As will be shown in the remaining sections (following the work of Buzdin ${ }^{13}$ ) one does not need to know the precise form of the reflection operator to solve the inverse problem for a planar-stratified medium; one only needs to know the precise form of two of its moments (with regard to the transverse variables). However, the form of the reflection operator relating the outgoing wave to the incoming wave across a plane surface will be needed in the generalization of the wave-splitting concept from the case of a planarstratified medium to that of a general nonhomogeneous medium. In fact, ongoing research has shown that for the case $b \equiv 0$ (no dissipation), Eq. (26) may be generalized to hold for a nonhomogeneous medium by suitably modifying the operator K. Hence Eq. (26) will be important for future research in inverse scattering in a nonhomogeneous medium.

## VI. EQUATIONS FOR THE MOMENTS OF THE REFLECTION OPERATOR

The moments of interest will be the zeroth and second moments. The first moment will not be used, since it will yield the same equation as the zeroth moment.

The zeroth moment of $u(x, t)$ will be defined as follows:

$$
\begin{equation*}
u_{0}\left(x_{3}, t\right)=\iint_{\mathbf{R}^{2}} u(x, t) d x_{1} d x_{2} \tag{27}
\end{equation*}
$$

The corresponding zeroth moments of the operator $K^{-1}$ and $\mathbf{K}^{\prime} \mathbf{K}^{-1}$ (obtained in Appendix A) are given by

$$
\begin{align*}
& \left(\mathbf{K}^{-1} u\right)_{0}=\left(\frac{\partial}{c \partial t}+\frac{b c}{2}\right) u_{0}\left(x_{3}, t\right)+\tilde{k}_{0}\left(x_{3}, t\right) * u_{0}\left(x_{3}, t\right),  \tag{28}\\
& \left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{0}=+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{0}\left(x_{3}, t\right)+h_{0}\left(x_{3}, t\right) * u_{0}\left(x_{3}, t\right) \tag{29}
\end{align*}
$$

where the star indicates convolution in the time variable (with $x_{3}$ remaining as a parameter), and

$$
\begin{align*}
& \tilde{k}_{0}\left(x_{3}, t\right)=-\left(b^{2} c^{3} / 4\right) e^{-\eta} I_{1}(\eta) / \eta  \tag{30}\\
& h_{0}\left(x_{3}, t\right)=-\frac{1}{2} \frac{\partial\left(b c^{2}\right)}{\partial x_{3}} e^{-2 \eta} \tag{31}
\end{align*}
$$

with

$$
\begin{equation*}
\eta=b c^{2} t / 2 \tag{32}
\end{equation*}
$$

Here $I_{1}(\eta)$ is the modified Bessel function of order 1.
The equation for the zeroth moment of the reflection operator can be obtained in two ways. However, to get its form, the approach that must be taken is to take the zeroth moment of system (24). Using the results of Eqs. (28) and (29) for the zeroth moments of the operators involved in the system, it follows that the resulting system is a one-dimensional system involving $u_{0}^{+}$and $u_{0}^{-}$only. Hence the zeroth moment of the reflection operator takes the form of a convolution in the time variable

$$
\begin{equation*}
\left(\mathbf{R} u^{-}\right)_{0}=\mathbf{R}_{0} u_{0}^{-}=R_{0}\left(x_{3}, t\right) * u_{0}\left(x_{3}, t\right) \tag{33}
\end{equation*}
$$

The equation for the zeroth moment can be obtained directly by taking the zeroth moment of Eq. (26) and employing operator relations of the type

$$
\begin{aligned}
& \left(\mathbf{R K}^{\prime} \mathbf{K}^{-1} u\right)_{0}=R_{0} *\left(h_{0} * u_{0}+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{0}\right) \\
& \left(\mathbf{R K} \mathbf{K}^{-1} u\right)_{0}=R_{0} *\left(\frac{1}{c} \frac{\partial u_{0}}{\partial t}+\frac{b c}{2} u_{0}+\tilde{k}_{0} * u_{0}\right) \\
& \left(\mathbf{K}^{-1} \mathbf{R} u\right)_{0}=\left(\frac{1}{c} \frac{\partial}{\partial t}+\frac{b c}{2}\right) R_{0} * u_{0}+\tilde{k}_{0} * R_{0} * u_{0}
\end{aligned}
$$

In addition, if interchange of order of integration (in the convolution) and differentiation given by

$$
\begin{aligned}
& \frac{\partial}{\partial t}\left(R_{0} * u_{0}\right)=\frac{\partial R_{0}}{\partial t} * u_{0}+R_{0}\left(x_{3}, 0\right) u_{0}\left(x_{3}, t\right) \\
& R_{0} * \frac{\partial u_{0}}{\partial t}=\frac{\partial R_{0}}{\partial t} * u_{0}+R_{0}\left(x_{3}, 0\right) u_{0}\left(x_{3}, t\right)
\end{aligned}
$$

is employed, the resulting system reduces to one of the form

$$
\begin{equation*}
\Gamma * u_{0}^{-}+\left[\frac{2}{c} R_{0}\left(x_{3}, 0\right)+\frac{1}{2 c} \frac{\partial c}{\partial x_{3}}\right] u_{0}^{-}\left(x_{3}, t\right)=0 \tag{34}
\end{equation*}
$$

where $\Gamma$ is given by the left-hand side of Eq. (35). Since $u_{0}^{-}$is an arbitrary function vanishing at $t=0$, the differential-integral equation can be obtained for $R_{0}$ by setting $\Gamma=0$, giving

$$
\begin{align*}
\left(\frac{\partial}{\partial x_{3}}\right. & \left.+\frac{2}{c} \frac{\partial}{\partial t}\right) R_{0}+b c R_{0}+2 \tilde{k}_{0} * R_{0} \\
& -\frac{1}{2 c} \frac{\partial c}{\partial x_{3}} R_{0} * R_{0}-\frac{1}{2} R_{0} * h_{0} * R_{0}+\frac{1}{2} h_{0}=0 \tag{35}
\end{align*}
$$

and the initial condition for $R_{0}$ can be obtained by setting the coefficient of $u_{0}^{-}\left(x_{3}, t\right)$ in Eq. (34) to zero, giving

$$
\begin{equation*}
R_{0}\left(x_{3}, 0\right)=-\frac{1}{4} \frac{\partial c}{\partial x_{3}} \tag{36}
\end{equation*}
$$

The system made up of the two equations (35) and (36) is the sought-for system for determining $\boldsymbol{R}_{0}$. It can be used in the direct scattering problem (as in the initial-value problem with coefficients $b$ and $c$ known) to determine $R_{0}$, or in the inverse problem (more to be said of this in the next section).

Note that if $b=0$, then $\tilde{k}_{0}=h_{0}=0$, and system (35) and (36) reduces to the previously developed one-dimensional system for the nondissipative wave equation. ${ }^{5}$

The second moment, defined as

$$
\begin{equation*}
u_{2}\left(x_{3}, t\right)=\iint_{\mathbf{R}^{2}}\left(x_{1}^{2}+x_{2}^{2}\right) u(x, t) d x_{1} d x_{2} \tag{37}
\end{equation*}
$$

will be considered next. It is shown in Appendix A that the second moments of the operators $\mathbf{K}^{-1}, \mathbf{K}^{\prime} \mathbf{K}^{-1}$ are given by

$$
\begin{align*}
& \left(\mathbf{K}^{-1} u\right)_{2}=\left(\frac{1}{c} \frac{\partial}{\partial t}+\frac{b c}{2}\right) u_{2}+\tilde{k}_{0} * u_{2}+\tilde{k}_{2} * u_{0}  \tag{38}\\
& \left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{2}=h_{2} * u_{0}+h_{0} * u_{2}+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{2} \tag{39}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{k}_{2}\left(x_{3}, t\right)=-2 c e^{-\eta} I_{0}(\eta),  \tag{40}\\
& h_{2}\left(x_{3}, t\right)=2 \frac{\partial}{\partial x_{3}}\left(\frac{1-e^{-2 \eta}}{b}\right), \tag{41}
\end{align*}
$$

with $\eta$ given by Eq. (32), and $I_{0}$ the modified Bessel function of order zero.

From this the form of the second moment of $\mathbf{R}$ can be easily ascertained. Take the second moment of each equation in system (24) and employ relations (38) and (39). This will result in a one-dimensional linear system involving $u_{2}^{+}$, $u_{2}^{-}, u_{0}^{+}$, and $u_{0}^{-}$. Since $u_{0}^{+}=\mathbf{R}_{0} u_{0}^{-}$, this implies that $u_{2}^{+}$is a linear combination of $u_{2}^{-}$and $u_{0}^{-}$. When the arbitrary function $u^{-}$is chosen so that $u_{0}^{-}$is zero, the system corresponds to the exact system for the zeroth moments but with the pair $u_{0}^{+}, u_{0}^{-}$replaced by $u_{2}^{+}, u_{2}^{-}$. Hence it follows that

$$
\begin{align*}
u_{2}^{+}=\left(\mathbf{R} u^{-}\right)_{2} & =\mathbf{R}_{2} u_{0}^{-}+\mathbf{R}_{0} u_{2}^{-} \\
& =\mathbf{R}_{2} * u_{0}^{-}+R_{0} * u_{2}^{-} \tag{42}
\end{align*}
$$

The equation for the second moment $\mathbf{R}_{2}$ of the reflection operator can be easily obtained by taking the second moment of Eq. (26) with the arbitrary function $u_{2}^{-}$set equal to zero. The second moments of the particular terms in Eq. (26) are given as follows (with $u_{2}^{-}=0$ ):

$$
\begin{aligned}
\left(\mathbf{R K}{ }^{-1} u^{-}\right)_{2}= & R_{2} *\left(\frac{1}{c} \frac{\partial u_{0}^{-}}{\partial t}+\frac{b c}{2} u_{0}^{-}\right) \\
& +\left(R_{2} * \tilde{k}_{0}+R_{0} * \tilde{k}_{2}\right) * u_{0}^{-} \\
\left(\mathbf{K}^{-1} \mathbf{R} u^{-}\right)_{2}= & \left(\frac{1}{c} \frac{\partial}{\partial t}+\frac{b c}{2}\right) R_{2^{2}} * u_{0}^{-} \\
& +\left(\tilde{k}_{0} * R_{2}+\tilde{k}_{2} * R_{0}\right) * u_{0}^{-},
\end{aligned}
$$

$$
\left(\mathbf{R} \mathbf{K}^{\prime} \mathbf{K}^{-1} \mathbf{u}^{-}-\mathbf{K}^{\prime} \mathbf{K}^{-1} \mathbf{R} \mathbf{u}^{-}\right)_{2}=\mathbf{0},
$$

$$
\left(\mathbf{R K}^{\prime} \mathbf{K}^{-1} \mathbf{R} u^{-}\right)_{2}=\left(+\frac{2}{c} \frac{\partial c}{\partial x_{3}} R_{0} * R_{2}\right.
$$

$$
\left.+2 R_{0} * h_{0} * R_{2}+R_{0} * h_{2} * R_{0}\right) * u_{0}^{-}
$$

$$
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} \boldsymbol{u}^{-}\right)_{2}=h_{2} * u_{0}^{-} .
$$

On integrating by parts the following term is reduced as follows:

$$
\begin{aligned}
R_{2} * & \frac{1}{c} \\
& \frac{\partial u_{0}^{-}}{\partial t}+\frac{1}{c} \frac{\partial}{\partial t}\left(R_{2} * u_{0}^{-}\right) \\
& =\frac{2}{c} \frac{\partial R_{2}}{\partial t} * u_{0}^{-}+\frac{2}{c} R_{2}\left(x_{3}, 0\right) u_{0}^{-}\left(x_{3}, t\right) .
\end{aligned}
$$

Finally, employing all these relations, the second moment of Eq. (26), with $u_{2}^{-}=0$, has the form

$$
\begin{equation*}
\Gamma_{1} * u_{0}^{-}+(2 / c) R_{2}\left(x_{3}, 0\right) u_{0}^{-}\left(x_{3}, t\right)=0, \tag{43}
\end{equation*}
$$

where $\Gamma_{1}$ is given by the left-hand side of Eq. (44). Since $u_{0}^{-}$ is an arbitrary function vanishing at $t=0$, the equation for $R_{2}$ can be obtained by setting $\Gamma_{1}=0$, yielding

$$
\begin{align*}
& \left(\frac{\partial}{\partial x_{3}}+\frac{2}{c} \frac{\partial}{\partial t}+b c\right) R_{2}+\left(2 \tilde{k}_{0}-\frac{1}{c} \frac{\partial c}{\partial x_{3}} R_{0}-h_{0} * R_{0}\right) * R_{2} \\
& \quad+2 \tilde{k}_{2} * R_{0}-\frac{1}{2} h_{2} * R_{0} * R_{0}+\frac{1}{2} h_{2}=0 . \tag{44}
\end{align*}
$$

The initial condition is obtained by setting the coefficient of $u_{0}^{-}\left(x_{3}, t\right)$ in Eq. (43) to zero, giving

$$
\begin{equation*}
R_{2}\left(x_{3}, 0\right)=0 \tag{45}
\end{equation*}
$$

## VII. INVERSE SCATTERING

The results of the previous section will now be applied to the inverse problem of determining the coefficients $c\left(x_{3}\right)$, $b\left(x_{3}\right)$ in the portion $-L<x_{3}<0$ of the planar-stratified half-space $x_{3}<0$, from data on the reflected field at $x_{3}=0$. Due to the absorption of the wave as it moves into the medium, it is clear that only the leading portion of the reflected wave that is produced will be useful in the inverse problem; hence only the properties of the outer portion, or skin, of thickness $L$ of the medium can be meaningfully determined. The depth of penetration $L$ is the order of the $e$-fold distance of a wave traveling into the medium. For a homogeneous dissipative medium, $L$ is the order of $(b c)^{-1}$. The physics of this is clearly illustrated by the exact solution (produced by a source at time $t_{0}$ )
$u(z, t)=-\left(\frac{c}{2}\right) \exp \left[-\frac{b c^{2}\left(t-t_{0}\right)}{2}\right] I_{0}(\zeta) H\left(t-t_{0}-\frac{z}{c}\right)$
(where $\zeta=b c^{2}\left[\left(t-t_{0}\right)^{2}-(z / c)^{2}\right]^{1 / 2} / 2$ ) of the one-dimensional initial-value half-space problem

$$
\begin{aligned}
& \frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}+b \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial z^{2}}=0, \quad t>0, z>0, \\
& u=\frac{\partial u}{\partial t}=0, \text { for } t=0, \quad z>0, \\
& \frac{\partial u}{\partial z}=\delta\left(t-t_{0}\right), \quad \text { for } z=0, \quad t>0 .
\end{aligned}
$$

[The solution can be obtained directly from expression (7) by integrating out the $x_{1}, x_{2}$ variables, substituting in the boundary conditions, and setting $x_{3}=z$.] It is easily seen that the head of the pulse at time $t=t_{0}-z / c+0$ has the value

$$
\begin{equation*}
u\left(z, t_{0}-\frac{z}{c}+0\right)=-\left(\frac{c}{2}\right) \exp \left(-\frac{b c z}{2}\right) \tag{47}
\end{equation*}
$$

Thus the amplitude of the leading edge of the pulse is reduced by a factor $e^{-1}$ in a distance of $2 /(b c)$.

The inverse problem is comprised of two parts. The first, or preliminary, part is a deconvolution process, which is to determine the reflection operator on $x_{3}=0$ from the measurements of the scattered field. The measurements may be made either on the surface $x_{3}=0$ or elsewhere in the homogeneous region $x_{3}>0$. In particular, for the analysis here the deconvolution process would involve the recovery of $R_{0}(0, t)$ and $R_{2}(0, t)$, for a finite time interval $0<t<T$, from measurements of the moments of the scattered field $u_{0}^{+}(0, t), u_{2}^{+}(0, t)$ produced by an arbitrary incident wave $u^{-}$. It should be noted that the process of taking moments of the scattered field would tend to smooth out the data. Also, if the incident field is produced by a point source (or source with compact support), then because of the initial-value nature of the time-dependent problem, measurements of the scattered field need only be made over a finite portion of the surface $x_{3}=0$.

The deconvolution process will not be addressed here. Instead the main problem of determining the coefficients $c\left(x_{3}\right), b\left(x_{3}\right)$ from knowledge of $R_{0}(0, t)$ and $R_{2}(0, t)$, $0 \leqslant t<T$ will be analyzed. To formulate the inverse problem, a change of the dependent variable,

$$
\begin{equation*}
\xi=-\int_{0}^{x_{3}} \frac{1}{c(y)} d y, \text { for } x_{3} \leqslant 0, \tag{48}
\end{equation*}
$$

will be employed. Note that $\xi \geqslant 0$, and the inverse transformation is given by

$$
\begin{equation*}
x_{3}=-\int_{0}^{\xi} c d \xi \tag{49}
\end{equation*}
$$

In addition, it is convenient to set

$$
\begin{equation*}
b c^{2}=B(\xi) \tag{50}
\end{equation*}
$$

Equations (35) and (44) for $R_{0}$ the zeroth moment and for $R_{2}$ the second moment take the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right) R_{0}=Q_{1}\left(R_{0}\right) * R_{0}+\frac{1}{4} \frac{\partial B}{\partial \xi} e^{-2 \eta} \tag{51}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right) R_{2}=Q_{2}\left(R_{0}\right) * R_{2}+S\left(R_{0}\right) \tag{52}
\end{equation*}
$$

where, for $m=1,2$,

$$
\begin{align*}
Q_{m}\left(R_{0}\right)= & -B^{2} e^{-\eta} \frac{I_{1}(\eta)}{(2 \eta)} \\
& +\frac{m}{2 c} \frac{\partial c}{\partial \xi} R_{0}-\frac{m}{4} \frac{\partial B}{\partial \xi} e^{-2 \eta_{*}} R_{0}  \tag{53}\\
S\left(R_{0}\right)= & \left(-4 c^{2} e^{-\eta} I_{0}(\eta)+P * R_{0}\right) * R_{0}-P  \tag{54}\\
P(\xi, t)= & \frac{\partial}{\partial \xi}\left[\frac{c^{2}\left(1-e^{-2 \eta}\right)}{B}\right], \tag{55}
\end{align*}
$$

with $I_{0}, I_{1}$ being modified Bessel functions and $\eta=B t / 2$.
The initial conditions are given by

$$
\begin{align*}
& R_{0}(\xi, 0+)=+\frac{\partial c}{\partial \xi}(4 c)^{-1}  \tag{56}\\
& R_{2}(\xi, 0+)=0 \tag{57}
\end{align*}
$$

The inverse problem can now be stated as follows.
Inverse Problem: Given the values of $R_{0}(0, t)$ and $R_{2}(0, t)$ for $0 \leqslant t<T$, and the values of $c$ and $B$ at $\xi=0$ denoted by $c_{0}$ and $B_{0}$, respectively, solve the nonlinear system (51), (52), (56), and (57) for $R_{0}(\xi, t), R_{2}(\xi, t)$ in the triangular region $0 \leqslant t \leqslant T, 0 \leqslant 2 \xi \leqslant T-t$, and recover $B$ and $c$ as a function of $\xi$.

Equation (49) may then be used to obtain $B$ and $c$ as a function of $x_{3}$.

Unfortunately initial conditions (56) and (57) do not contain the quantity $B$ explicitly. To obtain the initial conditions that contain $B$ let $t \rightarrow 0+$ in Eq. (51), yielding
$\dot{R}_{0}(\xi, 0+)=\frac{1}{2}\left(\frac{\partial}{\partial \xi}-B\right) R_{0}(\xi, 0+)-\frac{1}{8} \frac{\partial B}{\partial \xi}$,
where the dot indicates the differentiation with respect to $t$. Combined with Eq. (56), initial condition (58) reduces to

$$
\begin{equation*}
\dot{R}_{0}(\xi, 0+)=\frac{1}{8}\left(\frac{\partial}{\partial \xi}-B\right) \frac{\partial}{\partial \xi} \ln c-\frac{1}{8} \frac{\partial B}{\partial \xi} . \tag{59}
\end{equation*}
$$

Equation (52), in the limit as $t \rightarrow 0+$, yields

$$
\begin{equation*}
\dot{R}_{2}(\xi, 0+)=0 \tag{60}
\end{equation*}
$$

To get a nonzero initial condition for $R_{2}$, differentiate Eq. (52) with respect to $t$ and let $t \rightarrow 0+$ to give

$$
\begin{equation*}
\ddot{R}_{2}(\xi, 0+)=\frac{3}{2} c \frac{\partial c}{\partial \xi} \tag{61}
\end{equation*}
$$

Now there may be a difficulty in using Eq. (59) due to the term $\left(\partial^{2} / \partial \xi^{2}\right) \ln c$, which may lead to an instability in the solution of the problem, since it involves the derivative of one of the unknown functions $(\partial / \partial \xi) \ln c$. To alleviate this, Eqs. (59) and (61) will be combined in an appropriate manner. However, before obtaining the appropriate initial condition, the corresponding equations for $\dot{R}_{0}$ and $\ddot{R}_{2}$ must be sought.

The equation for $\dot{R}_{0}$ is obtained by differentiating Eq. (51), giving

$$
\begin{align*}
\left(\frac{\partial}{\partial \xi}\right. & \left.-2 \frac{\partial}{\partial t}-B\right) \dot{R}_{0} \\
& =Q_{1}\left(R_{0}\right) * \dot{R}_{0}+\frac{1}{4} \frac{\partial c}{c \partial \xi} Q_{1}\left(R_{0}\right)-\frac{B}{4} \frac{\partial B}{\partial \xi} e^{-2 \eta} \tag{62}
\end{align*}
$$

Noting that

$$
\begin{equation*}
R_{0}(\xi, t)=\frac{1}{4 c} \frac{\partial c}{\partial \xi}+\int_{0}^{t} \dot{R}_{0}(\xi, \tau) d \tau \tag{63}
\end{equation*}
$$

Eq. (62) has the general form

$$
\left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right) \dot{R}_{0}=G_{1}\left(\dot{R}_{0}, \frac{1}{c} \frac{\partial c}{\partial \xi}, \frac{\partial B}{\partial \xi}\right)
$$

where $G_{1}$ is an integrable function involving quadratures (no derivatives) of the variables $\dot{R}_{0}, \partial / \partial \xi \ln c, \partial B / \partial \xi$.

Using the fact that $R_{2}=R_{2}=0$ at $t=0$, the equation for $\ddot{R}_{2}$ can be obtained by differentiating Eq. (52) twice to yield
$\left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right) \ddot{R}_{2}=Q_{2}\left(R_{0}\right) * \ddot{R}_{2}+\frac{\partial^{2}}{\partial t^{2}} S\left(R_{0}\right)$,
where

$$
\begin{aligned}
& \frac{\partial^{2} S}{\partial t^{2}}\left(R_{0}\right) \\
&=-4 c^{2}\left[\frac{\partial^{2}}{\partial t^{2}}\left(e^{-\eta} I_{0}(\eta)\right)\right] * R_{0}+2 c^{2} B R_{0}-4 c^{2} \dot{R}_{0} \\
&-\left[\frac{\partial}{\partial \xi}\left(c^{2} B e^{-2 \eta}\right)\right] * R_{0} * R_{0}+\frac{\partial c^{2}}{\partial \xi} R_{0} * R_{0} \\
&+\frac{\partial}{\partial \xi}\left(c^{2} B e^{-2 \eta}\right)
\end{aligned}
$$

The equation for $\ddot{R}_{2}$ has the general form

$$
\begin{equation*}
\left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right) \ddot{R}_{2}=G_{2}\left(\dot{R}_{0}, \ddot{R}_{2}, \frac{1}{c} \frac{\partial c}{\partial \xi}, \frac{\partial B}{\partial \xi}\right), \tag{64'}
\end{equation*}
$$

where $G_{2}$ is an integrable function involving quadratures (no derivatives) of the variables $\dot{R}_{0}, \ddot{R}_{2},(1 / c)(\partial c / \partial \xi), \partial B / \partial \xi$. This will be made use of in subsequent analysis.

The remaining initial condition can now be obtained. Let $t \rightarrow 0+$ in Eq. (64), giving

$$
\begin{aligned}
2 \dddot{R}_{2}(\xi, 0+)= & \left\{\left(\frac{\partial}{\partial \xi}-B\right) \ddot{R}_{2}-2 c^{2} B R_{0}+4 c^{2} \dot{R}_{0}\right\}_{t=0} \\
& -\frac{\partial}{\partial \xi}\left(c^{2} B\right)
\end{aligned}
$$

Combining this with Eqs. (56), (59), and (61) yields the resulting initial condition,

$$
\begin{align*}
& \frac{1}{c^{2}(\xi)} \dddot{R}_{2}(\xi, 0+)-8 \dot{R}_{0}(\xi, 0+) \\
& \quad=\frac{3}{2}\left(\frac{1}{c} \frac{\partial c}{\partial \xi}\right)^{2}-\frac{5 B}{4 c} \frac{\partial c}{\partial \xi}+\frac{1}{4} \frac{\partial B}{\partial \xi} . \tag{65}
\end{align*}
$$

An alternative mathematical statement of the inverse problem can now be given.

Inverse Problem (Alternative Form): Given the values of $\dot{R}_{0}(0, t)$ and $\ddot{R}_{2}(0, t)$ for $0 \leqslant t<T$, and the values of $c$ and $B$ at $\xi=0$ denoted by $c_{0}$ and $B_{0}$, respectively, solve the nonlinear system (62), (64), (61), and (65) for $\dot{R}_{0}(\xi, t)$ and $\ddot{R}_{2}(\xi, t)$ in the triangular region $0 \leqslant t<T, 0 \leqslant 2 \xi \leqslant T-t$, and to recover $B$ and $c$ as a function of $\xi$.

In a numerical treatment of the alternative form of the inverse problem, one difficulty may arise due to the fact that the condition (65) requires a derivative of $\ddot{R}_{2}(\xi, t)$ to be computed at $t=0$. This may lead to an instability. However,
it is shown in Appendix $B$ that the derivative $\dddot{R}_{2}(\xi, 0)$ can be computed by quadratures from $\ddot{R}_{2}(\xi, t)$ and $\dot{R}_{0}(\xi, t)$.

A possible numerical approach to solving the nonlinear system could be modeled after the approach taken by Corones and Krueger et al. ${ }^{5,7}$ This approach needs to be looked into in more detail, and will be left to future analysis and computation.

However, to complete the analysis of the inverse problem in this paper, a sketch of a proof indicating that the inverse problem has a unique solution for $T$ sufficiently small will be presented.

Essentially what has to be shown is that the system of integral-differential equations (61), (62), (64), and (65) can be transformed into a system of integral equations of the form

$$
\begin{equation*}
X_{i}=X_{i}^{0}+F_{i}\left(X_{1}, X_{2}, X_{3}, X_{4}\right), \quad i=1, \ldots, 4 \tag{66}
\end{equation*}
$$

where the unknown quantities are given by

$$
\begin{align*}
X_{1}(\xi, t) & =\dot{R}_{0}(\xi, t),  \tag{67}\\
X_{2}(\xi, t) & =\ddot{R}_{2}(\xi, t)  \tag{68}\\
X_{3}(\xi) & =\frac{1}{c} \frac{\partial c}{\partial \xi}  \tag{69}\\
X_{4}(\xi) & =\frac{\partial B}{\partial \xi} \tag{70}
\end{align*}
$$

with the quantities $X_{i}^{0}, F_{i}, i=1, \ldots, 4$, to be determined.
Here $X_{1}, X_{2}$ are continuous functions over the domain $D$, where

$$
D=\{(\xi, t) \mid 0 \leqslant 2 \xi \leqslant T-t, \quad 0 \leqslant t \leqslant T\},
$$

with norms

$$
\left\|X_{i}\right\|_{\infty}=\sup _{\xi, \in \in D}\left|X_{i}(\xi, t)\right|
$$

and $X_{3}, X_{4}$ are continuous functions over the interval $0 \leqslant \xi \leqslant T / 2$ with norms

$$
\left\|X_{i}\right\|_{\infty}=\sup _{0<\xi<T / 2}\left|X_{i}(\xi)\right|
$$

To transform the differential equations ( $62^{\prime}$ ), ( $64^{\prime}$ ) into a strictly integral formulation, the following solution

$$
\begin{align*}
f(\xi, t)= & e^{\beta(\xi)} f_{0}(t+2 \xi) \\
& +\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} g\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}+t\right) d \xi^{\prime} \tag{71}
\end{align*}
$$

where

$$
\begin{equation*}
\beta(\xi)=\int_{0}^{\xi^{\prime}} B\left(\xi^{\prime}\right) d \xi^{\prime} \tag{72}
\end{equation*}
$$

of the system

$$
\begin{align*}
& \left(\frac{\partial}{\partial \xi}-2 \frac{\partial}{\partial t}-B\right)=g(\xi, t)  \tag{73}\\
& f(0, t)=f_{0}(t) \tag{74}
\end{align*}
$$

will be employed.
Let the values of $\dot{R}_{0}(\xi, t)$ and $\ddot{R}_{2}(\xi, t)$ at $\xi=0$ be given by

$$
\begin{equation*}
\dot{R}_{0}(0, t)=R_{\mathrm{oo}}(t), \quad \ddot{R}_{2}(0, t)=R_{20}(t) \tag{75}
\end{equation*}
$$

Then Eqs. (62') and (64') can be put in the form

$$
\begin{align*}
\dot{R}_{0}(\xi, t)= & e^{\beta(\xi)} R_{00}(t+2 \xi) \\
& +\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} G_{1}\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}+t\right) d \xi^{\prime}  \tag{76}\\
\ddot{R}_{2}(\xi, t)= & e^{\beta(\xi)} R_{20}(t+2 \xi) \\
& +\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} G_{2}\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}+t\right) d \xi^{\prime} \tag{77}
\end{align*}
$$

where $G_{1}$ and $G_{2}$ are given by the right-hand sides of Eqs. (62) and (64), respectively.

Note that, from Eqs. (69), (70), and (72),

$$
\begin{align*}
& B(\xi)=B_{0}+\int_{0}^{\xi} X_{4}\left(\xi^{\prime}\right) d \xi^{\prime}  \tag{78}\\
& \beta(\xi)=B_{0} \xi+\int_{0}^{\xi} \int_{0}^{\xi^{\prime}} X_{4} d \xi^{\prime \prime} d \xi^{\prime}  \tag{79}\\
& c(\xi)=c_{0} \exp \int_{0}^{\xi} X_{3}\left(\xi^{\prime}\right) d \xi^{\prime} \tag{80}
\end{align*}
$$

where $B_{0}$ and $C_{0}$ were defined previously as the values of these quantities at $\xi=0$. Thus it can be seen that if one sets
$X_{1}^{0}=R_{00}(t+2 \xi) e^{B_{0} \xi}, \quad X_{2}^{0}=R_{20}(t+2 \xi) e^{B_{0} \xi}$,
with $F_{2}$ given by expression (82) with $R_{00}, G_{1}$ replaced by $R_{20}, G_{2}$, respectively, and employs the forms of $G_{1}, G_{2}$ as indicated by Eqs. (62') and ( $64^{\prime}$ ), then as functions of the variables $X_{i}, i=1, \ldots, 4$ (noting, however, that $F_{1}$ is independent of $X_{3}$ ),

$$
F_{1}=F_{1}\left(X_{1}, X_{2}, X_{4}\right), \quad F_{2}=F_{2}\left(X_{1}, X_{2}, X_{3}, X_{4}\right)
$$

Thus Eqs. (62) and (64) can be placed in the form of Eq. (66) for $i=1,2$, where $F_{1}, F_{2}$ contain no derivatives of the variables $X_{i}=1, \ldots, 4$. Also, as $T \rightarrow 0+$, the domain $D$ shrinks to zero. Since $0 \leqslant \xi \leqslant T / 2$, it is easily seen that $F_{1} \rightarrow O(T), F_{2} \rightarrow O(T)$.

The third equation of the set given by Eq. (66) is obtained by dividing both sides of Eq. (77) by $c^{2}(\xi)$ and letting $t \rightarrow 0$, and substituting it into condition (61). Condition (61) can then be placed in the form

$$
X_{3}=X_{3}^{0}+F_{3}\left(X_{1}, X_{2}, X_{3}\right),
$$

where

$$
\begin{align*}
X_{3}^{0}(\xi) & =2 /\left(3 c_{0}^{2}\right) R_{20}(2 \xi) e^{B_{0} \xi},  \tag{83}\\
F_{3}= & \left\{e^{\beta(\xi)} R_{20}(2 \xi)\right. \\
& \left.+\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} G_{2}\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}\right) d \xi^{\prime}\right\} \frac{1}{c^{2}(\xi)} \\
& -\frac{R_{20}(2 \xi)}{c_{0}^{2}} . \tag{84}
\end{align*}
$$

To transform the remaining equation [namely Eq. (65)] into the form of Eq. (66), the result in Appendix B that $\ddot{R}_{2}(\xi, 0)$ has the form

$$
\begin{align*}
\dddot{R}_{2}(\xi, 0)= & e^{\beta(\xi)} \dot{R}_{20}(2 \xi) \\
& +\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} \frac{\partial G_{2}}{\partial t}\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}\right) d \xi^{\prime} \tag{85}
\end{align*}
$$

where the integral term is shown to be a function of $\dot{R}_{0}, \ddot{R}_{2}$, $(1 / c) \partial c / \partial \xi$, and $\partial B / \partial \xi$, is employed. On substituting this and expression (76) with $t=0$, into Eq. (65), Eq. (65) takes the form

$$
X_{4}=X_{4}^{0}+F_{4}\left(X_{1}, X_{2}, X_{3}, X_{4}\right),
$$

where

$$
\begin{align*}
X_{4}^{0}= & 5 B_{0} X_{3}^{0}-6\left(X_{3}^{0}\right)^{2} \\
& +4 e^{B_{00}}\left[\dot{R}_{20}(2 \xi) / c_{0}^{2}-8 R_{00}(2 \xi)\right] . \tag{86}
\end{align*}
$$

Having shown that Eqs. (61), (62), (64), and (65) can be placed in the form of Eq. (66), the inverse problem reduces to solving the system

$$
\begin{equation*}
X=X^{0}+F(X) \tag{87}
\end{equation*}
$$

for the vector valued function $X=\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ in the domain $D$, where $F=\left(F_{1}, F_{2}, F_{3}, F_{4}\right)$.

The form of Eq. (87) lends itself naturally to solution by successive approximations

$$
\begin{equation*}
X^{m}=X^{0}+F\left(X^{m-1}\right), \tag{88}
\end{equation*}
$$

starting with the initial approximation $X^{0}$. Introducing the norm

$$
\|X\|=\max _{i=1, \ldots, 4}\left\|X_{i}\right\|_{\infty},
$$

the iteration process (88) will converge to a unique solution ${ }^{19}$ in the ball $U\left(X^{0}, r\right):\left\|X-X^{0}\right\|<r$ if, for every $X, Y \in U\left(X^{0}, r\right)$, there is a $0 \leqslant \theta<1$ such that

$$
\begin{align*}
& \|F(X)-F(Y)\| \leqslant \theta\|X-Y\|,  \tag{89}\\
& \left\|F\left(X^{0}\right)\right\| \leqslant(1-\theta) r . \tag{90}
\end{align*}
$$

The basic problem, then, is to show that a nonzero value of $T$ can be chosen so that an $r$ and $\theta<1$ can be picked so that inequalities (89) and (90) hold. The fact that this can be done for $T$ sufficiently small follows from the result that $F_{i} \rightarrow O(T)$ as $T \rightarrow 0+$, which has been pointed out. This implies (leaving out the details) that

$$
\|F(X)-F(Y)\| \leqslant T p(r, T)\|X-Y\|,
$$

where $p(r, T)$ is a bounded function for finite values of $r$ and $T$. In addition, since $X_{0}=X_{0}(\xi)$ and $0 \leqslant \xi \leqslant T / 2$, the following bound can be shown:

$$
\left\|F\left(X_{0}\right)\right\| \leqslant m(T) .
$$

Hence taking $\theta=\frac{1}{2}$, inequality (90) is satisfied if $r=2 m(T)$, and inequality (89) is then satisfied provided that

$$
T p(2 m(T), T) \leqslant \frac{1}{2} .
$$

It is easily seen that since $p$ is bounded, the inequality can be achieved for a sufficiently small value of $T$. This shows that a local solution to the inverse problem exists.
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## APPENDIX A: ZEROTH AND SECOND MOMENTS OF $K^{-1}$ AND $K^{\prime}$

The operator $K$ has the form on the surface $S$ ( $x_{3}=$ const)
$\mathbf{K} u[x, t]=\iint_{R^{2}} \int_{0}^{t} k\left(r, x_{3}, t-s\right) u\left(y_{1}, y_{2}, x_{3}, s\right) d s d y_{1} d y_{2}$,
where

$$
\begin{align*}
k\left(r, x_{3}, t\right)= & \left\{\frac{1}{r} \delta\left(t-\frac{r}{c}\right)\right. \\
& \left.+\frac{b^{2} c^{3}}{4 \zeta} I_{1}(\zeta) H\left(t-\frac{r}{c}\right)\right\} \frac{\exp \left(-b c^{2} t / 2\right)}{2 \pi} \tag{A2}
\end{align*}
$$

where $r^{2}=\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}$ and $\quad \zeta=b c\left(c^{2} t^{2}\right.$ $\left.-r^{2}\right)^{1 / 2} / 2$. It can be shown that the zeroth and second moments of $\mathbf{K}$ are given in terms of a convolution in the time variable, as follows:
$(\mathbf{K} u)_{0}=k_{0}\left(x_{3}, t\right) * u_{0}\left(x_{3}, t\right)=\int_{0}^{t} k_{0}\left(x_{3}, t-s\right) u_{0}\left(x_{3}, s\right) d s$,
$(\mathrm{K} u)_{2}=k_{2}\left(x_{3}, t\right) * u_{0}\left(x_{3}, t\right)+k_{0}\left(x_{3}, t\right) * u_{2}\left(x_{3}, t\right)$,
where

$$
\begin{align*}
& k_{0}\left(x_{3}, t\right)=2 \pi \int_{0}^{\infty} k\left(r, x_{3}, t\right) r d r  \tag{A5}\\
& k_{2}\left(x_{3}, t\right)=2 \pi \int_{0}^{\infty} k\left(r, x_{3}, t\right) r^{3} d r \tag{A6}
\end{align*}
$$

On changing the variable of integration from $r$ to $\zeta, k_{0}\left(x_{3}, t\right)$ is evaluated as follows:
$k_{0}\left(x_{3}, t\right)=c\left[1+\int_{0}^{\eta} I_{1}(\zeta) d \zeta\right] e^{-\eta}=c e^{-\eta} I_{0}(\eta)$,
where

$$
\begin{equation*}
\eta=b c^{2} t / 2 \tag{A.8}
\end{equation*}
$$

The second moment term is evaluated in a similar manner, as follows:

$$
\begin{align*}
k_{2}\left(x_{3}, t\right) & =c^{3} e^{-\eta}\left\{1+\int_{0}^{\eta}\left[1-\left(\frac{\eta^{\prime}}{\eta}\right)^{2}\right] I_{1}\left(\eta^{\prime}\right) d n^{\prime}\right\} t^{2} \\
& =c^{3} e^{-\eta} t^{2}\left[I_{0}(\eta)-I_{2}(\eta)\right] \\
& =8 \eta e^{-\eta} I_{1}(\eta) /\left(b^{2} c\right) \tag{A9}
\end{align*}
$$

The corresponding moments of the inverse operator $\mathbf{K}^{-1}$ are easily obtained. From Eq. (16) it is seen that on integrating by parts (in the transverse variables) and using Eq. (A3),

$$
\begin{equation*}
\left(\mathbf{K}^{-1} u\right)_{0}=D(\mathbf{K} u)_{0}=D\left(k_{0} * u_{0}\right) \tag{A10}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}+b \frac{\partial}{\partial t} \tag{Al1}
\end{equation*}
$$

This can be further reduced to yield

$$
\begin{equation*}
\left(\mathbf{K}^{-1} u\right)_{0}=\left(\frac{1}{c} \frac{\partial}{\partial t}+\frac{b c}{2}\right) u_{0}+\tilde{k}_{0} * u_{0} \tag{A12}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{k}_{0}\left(x_{3}, t\right)=-b^{2} c^{3} e^{-\eta} I_{1}(\eta) /(4 \eta) \tag{A13}
\end{equation*}
$$

Similarly it follows that the second moment of $\mathbf{K}^{-1}$ can be obtained using Eqs. (A3) and (A4):

$$
\begin{align*}
\left(\mathbf{K}^{-1} u\right)_{2} & =D(K u)_{2}-4(K u)_{0} \\
& =D\left(k_{2} * u_{0}+k_{0} * u_{2}\right)-4 k_{0} * u_{0}  \tag{A14}\\
& =\left(\frac{1}{c} \frac{\partial}{\partial t}+\frac{b c}{2}\right) u_{2}+\tilde{k}_{0} * u_{2}+\tilde{k}_{2} * u_{0} \tag{A15}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{k}_{2}\left(x_{3}, t\right)=D k_{2}-4 k_{0}=-2 c e^{-\eta} I_{0}(\eta) \tag{A16}
\end{equation*}
$$

The corresponding moments for $\mathbf{K}^{\prime}$ can be easily obtained from expressions (A3) and (A4), and recalling the fact that $\mathbf{K}^{\prime}=\left(\partial / \partial x_{3}\right) \mathbf{K}$, giving

$$
\begin{align*}
& \left(\mathbf{K}^{\prime} u\right)_{0}=\frac{\partial k_{0}}{\partial x_{3}} * u_{0}  \tag{A17}\\
& \left(\mathbf{K}^{\prime} u\right)_{2}=\frac{\partial k_{2}}{\partial x_{3}} * u_{0}+\frac{\partial k_{0}}{\partial x_{3}} * u_{2} \tag{A18}
\end{align*}
$$

The zeroth moment of the composite operator $\mathbf{K}^{\prime} \mathbf{K}^{-1}$ is obtained from (A17) and (A10), yielding

$$
\begin{equation*}
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{0}=\frac{\partial k_{0}}{\partial x_{3}} *\left(\mathbf{K}^{-1} u\right)_{0}=\frac{\partial k_{0}}{\partial x_{3}} * D\left(k_{0} * u_{0}\right) . \tag{A19}
\end{equation*}
$$

To reduce this further, the general result for the convolution of two functions $f(t)$ and $g(t)$,

$$
\begin{align*}
D(f * g)= & (D f) * g \\
& +\left(\left(1 / c^{2}\right) \dot{f}(0)+b f(0)\right) g(t)+\left(1 / c^{2}\right) f(0) \dot{g}(t) \tag{A20}
\end{align*}
$$

has to be used. Here the dot indicates differentiation with respect to $t$. Using the fact that $u_{0}\left(x_{3}, t\right)$ vanishes at $t=0$, and that the convolution terms commute ( $f * g=g * f$ ), expression (A19) is reduced as follows:

$$
\begin{align*}
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{0} & =D\left[\frac{\partial k_{0}}{\partial x_{3}} *\left(k_{0} * u_{0}\right)\right]=D\left[\alpha * u_{0}\right] \\
& =(D \alpha) * u_{0}+\left(1 / c^{2}\right) \dot{\alpha}\left(x_{3}, 0\right) u_{0}\left(x_{3}, t\right), \tag{A21}
\end{align*}
$$

where

$$
\alpha\left(x_{3}, t\right)=\frac{1}{2} \frac{\partial}{\partial x_{3}}\left(k_{0} * k_{0}\right) .
$$

Inserting in expression (A7) for $k_{0}$ and changing the variable of integration, the convolution $k_{0} * k_{0}$ can be evaluated as follows:

$$
\begin{aligned}
k_{0} * k_{0} & =\left(\frac{2}{b}\right) e^{-\eta} \int_{0}^{\eta} I_{0}\left(\eta-\eta^{\prime}\right) I_{0}\left(\eta^{\prime}\right) d \eta^{\prime} \\
& =(1 / b)\left(1-e^{-2 \eta}\right)
\end{aligned}
$$

where $\eta$ is given by Eq. (A8). Expression (A21) can now be simplified to

$$
\begin{equation*}
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{0}=+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{0}\left(x_{3}, t\right)+h_{0} * u_{0} \tag{A22}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{0}\left(x_{3}, t\right)=-\frac{1}{2} \frac{\partial\left(b c^{2}\right)}{\partial x_{3}} \exp \left(-b c^{2} t\right) \tag{A23}
\end{equation*}
$$

The second moment is obtained in a similar manner:

$$
\begin{align*}
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{2}= & \frac{\partial k_{0}}{\partial x_{3}} *\left(\mathbf{K}^{-1} u\right)_{2}+\frac{\partial k_{2}}{\partial x_{3}} *\left(\mathbf{K}^{-1} u\right)_{0} \\
= & \frac{\partial k_{0}}{\partial x_{3}} *\left[D\left(k_{2} * u_{0}+k_{0} * u_{2}\right)-4 k_{0} * u_{0}\right] \\
& +\frac{\partial k_{2}}{\partial x_{3}} * D\left(k_{0} * u_{0}\right) . \tag{A24}
\end{align*}
$$

With $u_{0}$ replaced by $u_{2}$ in expression (A19) and (A22) it is easily seen that the term involving $u_{2}$ in expression (A24) is just

$$
h_{0} * u_{2}+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{2}
$$

Using relation (A20) and the fact that the convolution terms commute, the term involving $u_{0}$ in expression (A24) reduces to

$$
D\left[\frac{\partial}{\partial x_{3}}\left(k_{0} * k_{2}\right) * u_{0}\right]-2 \frac{\partial}{\partial x_{3}}\left(k_{0} * k_{0}\right) * u_{0}
$$

The convolution $k_{0}{ }^{*} k_{2}$ is easily evaluated (using the Laplace transform, or otherwise) to obtain

$$
\begin{align*}
k_{0} * k_{2} & =\left(\frac{16}{b^{3} c^{2}}\right) e^{-\eta} \int_{0}^{\eta} I_{0}\left(\eta-\eta^{\prime}\right) \eta^{\prime} I_{1}\left(\eta^{\prime}\right) d \eta^{\prime} \\
& =\left(4 / b^{3} c^{2}\right)\left\{(\eta-1)+(\eta+1) e^{-2 \eta}\right\} \tag{A25}
\end{align*}
$$

where $\eta$ is given by Eq. (A8). Since it can now be shown that the time derivative of $\partial\left(k_{0} * k_{2}\right) / \partial x_{3}$ vanishes at $t=0$, it can be shown that expression (A24) reduces to

$$
\begin{equation*}
\left(\mathbf{K}^{\prime} \mathbf{K}^{-1} u\right)_{2}=h_{2} * u_{0}+\frac{1}{c} \frac{\partial c}{\partial x_{3}} u_{2}+h_{0} * u_{2} \tag{A26}
\end{equation*}
$$

where $h_{2}=D \partial\left(k_{0} * k_{2}\right) / \partial x_{3}-2 \partial\left(k_{0} * k_{0}\right) / \partial x_{3}$, which simplifies to

$$
\begin{equation*}
h_{2}=2 \frac{\partial}{\partial x_{3}}\left(\frac{1-e^{-2 \eta}}{b}\right) . \tag{A27}
\end{equation*}
$$

Note: To simplify the calculation for $h_{2}$ use the following change of order of differentiation:

$$
D \frac{\partial}{\partial x_{3}}\left(k_{0} * k_{2}\right)=\left(\frac{1}{c^{2}} \frac{\partial}{\partial x_{3}} \frac{\partial^{2}}{\partial t^{2}}+b \frac{\partial}{\partial x_{3}} \frac{\partial}{\partial t}\right) k_{0} * k_{2} .
$$

## APPENDIX B: ALTERNATIVE FORM OF $\ddot{\boldsymbol{R}}_{\mathbf{2}}(\xi, 0)$

It will be shown here how $\dddot{R}_{2}(\xi, 0)$ may be computed by quadratures from $\ddot{R}_{2}(\xi, t)$ and $\dot{R}_{0}(\xi, t)$. Differentiate Eq. (77) with respect to $t$, then set $t=0$ to give

$$
\begin{align*}
\dddot{R}_{2}(\xi, 0)= & e^{\beta(\xi)} \dot{R}_{20}(2 \xi)+\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} \frac{\partial G_{2}}{\partial t} \\
& \times\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}\right) d \xi^{\prime} \tag{B1}
\end{align*}
$$

With $G_{2}(\xi, t)$ given by the right-hand side of Eq. (64) it can be shown that

$$
\begin{aligned}
\frac{\partial}{\partial t} G_{2}(\xi, t)= & \left(\frac{\partial}{\partial t} Q_{2}\left(R_{0}\right)\right) * \ddot{R}_{2}+\left.Q_{2}\left(R_{0}\right)\right|_{t=0} \ddot{R}_{2} \\
& +\frac{\partial^{3}}{\partial t^{3}}\left[S\left(R_{0}\right)+4 c^{2} \dot{R}_{0}\right]-4 c^{2} \ddot{R}_{0}
\end{aligned}
$$

It can be shown that all the terms except the last one depend upon $\ddot{R}_{2}$ and $\ddot{R}_{0}$ [noting Eq. (63)]. Thus $\partial G_{2} / \partial t$ has the form

$$
\begin{equation*}
\frac{\partial G_{2}}{\partial t}=T_{1}\left(\dot{R}_{0}, \ddot{R}_{2}, \frac{1}{c} \frac{\partial c}{\partial \xi}, \frac{\partial B}{\partial \xi}\right)-4 c^{2} \ddot{R}_{0} . \tag{B2}
\end{equation*}
$$

To examine the critical term $\ddot{R}_{0}$, differentiate Eq. (76) to give

$$
\begin{align*}
\ddot{R}_{0}(\xi, t)= & e^{\beta(\xi)} \dot{R}_{00}(t+2 \xi) \\
& +\int_{0}^{\xi} e^{\beta(\xi)-\beta\left(\xi^{\prime}\right)} \frac{\partial G_{1}}{\partial t}\left(\xi^{\prime}, 2 \xi-2 \xi^{\prime}+t\right) d \xi^{\prime} \tag{B3}
\end{align*}
$$

With $G_{1}$ given by the right-hand side of Eq. (62), it is seen that

$$
\begin{aligned}
\frac{\partial G_{1}}{\partial t}= & \frac{\partial Q_{1}}{\partial t} * \dot{R}_{0}+\left.Q_{1}\left(R_{0}\right)\right|_{t=0} \dot{R}_{0} \\
& +\frac{1}{4 c} \frac{\partial c}{\partial \xi} \frac{\partial Q_{1}\left(R_{0}\right)}{\partial t}+\frac{B^{2}}{4} \frac{\partial B}{\partial \xi} e^{-2 \eta}
\end{aligned}
$$

hence

$$
\frac{\partial G_{1}}{\partial t}=T_{2}\left(\dot{R}_{0}, \frac{1}{c} \frac{\partial c}{\partial \xi}, \frac{\partial B}{\partial \xi}\right)
$$

Insertion of expression (B3) for $\ddot{R}_{0}$ into Eq. (B2) results in the fact that $\partial G_{2} / \partial t\left(\xi, 2 \xi-2 \xi^{\prime}\right)$ in Eq. (B1) is a function of $\dot{R}_{0}, \ddot{R}_{2},(1 / c) \partial c / \partial \xi$, and $\partial B / \partial \xi$.

## APPENDIX C: LEMMAS ON PROOF OF COMPACTNESS

Let $S$ be a Lyapunov closed surface with total surface area $A$. Let $A\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)$ be the area of the surface of $S$ that lies inside the sphere of center $x_{1}$ and radius $c t_{1}$ and outside the sphere of center $x_{2}$ and radius $c t_{2}$ :

$$
\begin{align*}
A\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)= & \int_{S} H\left(c t_{1}-\left|x_{1}-y\right|\right) \\
& \times\left[1-H\left(c t_{2}-\left|x_{2}-y\right|\right)\right] d \sigma_{y} \tag{C1}
\end{align*}
$$

Since the surface is smooth and $A\left(x_{1}, t_{1} ; x_{1}, t_{1}\right)=0$, it follows that at least for small values of $t, A\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)$ will satisfy a Lipschitz-like condition. It will be assumed that the parameter $T$ will be such that such a condition holds for $0 \leqslant t \leqslant T$, i.e.,

$$
\begin{equation*}
A\left(x_{1}, t_{1} ; x_{2}, t_{2}\right) \leqslant \kappa\left\{\left|x_{1}-x_{2}\right|+c\left|t_{1}-t_{2}\right|\right\}, \tag{C2}
\end{equation*}
$$

for $x_{1}, x_{2} \in S, t_{1}, t_{2} \in[0, T]$.
The space $C(S) \times C^{(0, \lambda)}[0, T]$ of functions $f(x, t)$, which are continuous in $x$ and Hölder continuous in $t$, with Hölder exponent $\lambda, 0<\lambda \leqslant 1$,

$$
\left|f\left(x, t_{1}\right)-f\left(x, t_{2}\right)\right| \leqslant U\left|t_{1}-t_{2}\right|^{\lambda}
$$

for all $x \in S, t_{1} \neq t_{2} \in[0, T]$, will be used. For this space the following norm will be employed:

$$
\begin{align*}
\|f\|_{c \times c^{(0, \lambda)}}= & \sup _{\substack{x \in S \\
t \in[0, T]}}|f(x, t)| \\
& +\sup _{\substack{x \in \mathcal{S} \\
t_{1}, t_{t}\left[0, t_{1}\right) \\
1, \neq t_{2}}}\left|f\left(x, t_{1}\right)-f\left(x, t_{2}\right)\right| /\left|t_{1}-t_{2}\right|^{\lambda} . \tag{C3}
\end{align*}
$$

In the proof of the lemma that follows, we want to extend the definition of a function $f(x, t) \in C(S) \times C^{(0, \lambda)}[0, T]$ to a domain over negative values of $t$, as follows:

$$
F(x, t)= \begin{cases}f(x, t)-f(x, 0+), & t \geqslant 0  \tag{C4}\\ 0, & t<0\end{cases}
$$

It can be easily shown that $F(x, t)$ is Hölder continuous on the interval $\left[T_{1}, T\right]$, where $T_{1}<0$, with the same Hölder coefficient, i.e.,

$$
\begin{align*}
& \sup _{\substack{x \in S \\
t_{1}, t_{2} \in\left[T_{1}, T\right] \\
t_{1} \neq t_{2}}}\left|F\left(x, t_{1}\right)-F\left(x, t_{2}\right)\right| /\left|t_{1}-t_{2}\right|^{\lambda} \\
& \quad=\sup _{\substack{x \\
t_{1} \in S \\
t_{2} \in[0, T] \\
t_{1} \neq t_{2}}}\left|f\left(x, t_{1}\right)-f\left(x, t_{2}\right)\right| /\left|t_{1}-t_{2}\right|^{\lambda}
\end{align*}
$$

We will now prove the following lemma.
Lemma 1: If $\mathbf{G} f(x, t)=\int_{S} g(x, y) f(y, \tau) H(\tau) d \sigma_{y}$ has the kernel $g(x, y)=k(x, y)|x-y|^{-\alpha}$, where $\alpha<2$ and $k(x, y)$ is continuous on $S \times S, \tau=t-|x-y| / c$, then
$G: C(S) \times C^{0, \lambda}[0, T] \rightarrow C[S] \times C[0, T]$
is compact, provided that the constant $T$ is such that assumption (C2) holds.

Proof: Define the sequence of continuous kernels $g_{n}(x, y)=\min (n, g(x, y))$ to avoid the singularity at $x=y$. Since $S$ is Lyapunov, it can be shown that $g_{n} \rightarrow g$ in $L_{1}(S)$, since there are $\varepsilon_{n} \rightarrow 0$ and a constant $k_{0}$ such that (Günter ${ }^{20}$ )

$$
\int_{S}\left|g_{n}-g\right| d \sigma_{y} \leqslant \int_{0}^{\varepsilon_{n}} \int_{0}^{2 \pi} \frac{k_{0}}{r^{\alpha}} r d r d \theta \rightarrow 0
$$

where $(r, \theta)$ is a local polar coordinate system centered at $x$, and lying in the tangent plane.

Let $B$ be the ball in $C(S) \times C^{0, \lambda}[0, T]$ with unit norm. We shall show that $\mathbf{G}_{n}(B)=\left\{h \mid h=\mathbf{G}_{n} f, f \in B\right\}$ is bounded and equicontinuous, and hence, by the Arzela-Ascoli theorem, relatively compact. ${ }^{21}$ By definition, then, $\mathbf{G}$ will be compact. ${ }^{21}$

Boundedness is easily shown. If $f \in B$, then

$$
\begin{aligned}
\left|\mathbf{G}_{n} f\right| & \leqslant \sup _{\substack{x \in S \\
t \in[0, T]}}\left\|\mathbf{G}_{n} f\right\|_{\infty} \\
& \leqslant\left\|g_{n}\right\|_{L_{1}(S)} \sup _{\substack{x \in S \\
x \in[0, T]}}|f(x, t)| \\
& \leqslant\left\|g_{n}\right\|_{L_{1}(S)}\|f\|_{C \times C^{(0, \lambda)}}=\left\|g_{n}\right\|_{L_{1}(S)}
\end{aligned}
$$

To show equicontinuity, note that

$$
\begin{aligned}
& \left|h\left(x_{1}, t_{1}\right)-h\left(x_{2}, t_{2}\right)\right| \\
& \quad \leqslant \int_{S}\left|g_{n}\left(x_{1}, y\right)-g_{n}\left(x_{2}, y\right)\right|\left|f\left(y, \tau_{1}\right)\right| H\left(\tau_{1}\right) d \sigma_{y}
\end{aligned}
$$

$$
\begin{align*}
& +\int_{S}\left|g_{n}\left(x_{2}, y\right)\right|\left|F\left(y, \tau_{1}\right)-F\left(y, \tau_{2}\right)\right| d \sigma_{y} \\
& +\int_{S}\left|g_{n}\left(x_{2}, y\right)\right||f(y, 0+)|\left|H\left(\tau_{1}\right)-H\left(\tau_{2}\right)\right| d \sigma_{y} \tag{C6}
\end{align*}
$$

where $\tau_{i}=t_{i}-\left|x_{i}-y\right| / c$ and $F$ is defined by Eq. (C4).
Since $g_{n}(x, y)$ is continuous on the compact space $S \times S$, it is uniformly continuous; so for $\varepsilon>0$ there is a $\delta_{1}>0$ such that

$$
\left|g_{n}\left(x_{1}, y\right)-g_{n}\left(x_{2}, y\right)\right|<\varepsilon /(3 A), \text { for }\left|x_{1}-x_{2}\right|<\delta_{1}
$$

Hence the first integral on the right-hand side of expression (C6) is bounded as follows:

$$
\begin{align*}
& \int_{S}\left|g_{n}\left(x_{1}, y\right)-g_{n}\left(x_{2}, y\right)\right|\left|f\left(y, \tau_{1}\right)\right| H\left(\tau_{1}\right) d \sigma_{y} \\
& \quad \leqslant \frac{\varepsilon}{3 A} \int_{S} H\left(\tau_{1}\right) d \sigma_{y} \cdot \sup _{\substack{x \in S \\
x \in[0, T]}}|f(x, t)| \\
& \quad \leqslant(\varepsilon / 3)\|f\|_{C \times C^{(0, \lambda)}} . \tag{C7}
\end{align*}
$$

To evaluate the second term, use the property of Hölder continuity, relationships (C3) and (C5), and the fact that $f \in B$ to give

$$
\begin{aligned}
& \left|F\left(y, \tau_{1}\right)-F\left(y, \tau_{2}\right)\right| \\
& \quad \leqslant\left|\tau_{1}-\tau_{2}\right|^{\lambda}\|f\|_{c \times c^{0, \lambda}} \\
& \quad \leqslant\left\{\left|t_{1}-t_{2}\right|+(1 / c)\left|x_{1}-x_{2}\right|\right\}^{\lambda}
\end{aligned}
$$

Hence given an $\varepsilon>0$, we can find a $\delta_{2},(2 / c) \delta_{2}=[\varepsilon /$ $\left.3\left\|\mid g_{n}\right\|_{L_{1}}\right]^{1 / \lambda}$, such that for $c\left|t_{1}-t_{2}\right|<\delta_{2},\left|x_{1}-x_{2}\right|<\delta_{2}$,
$\int_{S}\left|g_{n}\left(x_{2}, y\right)\right|\left|F\left(y, \tau_{1}\right)-F\left(y, \tau_{2}\right)\right| d \sigma_{y} \leqslant \frac{\varepsilon}{3}$.
The third term in (C6) may be handled as follows:

$$
\begin{aligned}
& \int_{S}\left|g_{n}\left(x_{2}, y\right)\right||f(y, 0+)|\left|H\left(\tau_{1}\right)-H\left(\tau_{2}\right)\right| d \sigma_{y} \\
& \leqslant\left\|g_{n}\right\|_{\infty}\left\{A\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)\right. \\
& \left.\quad+A\left(x_{2}, t_{2} ; x_{1}, t_{1}\right)\right\}\|f\|_{c \times c^{(0.1)}} \\
& \leqslant 2\left\|g_{n}\right\|_{\infty} \kappa\left\{\left|x_{1}-x_{2}\right|+c\left|t_{1}-t_{2}\right|\right\}
\end{aligned}
$$

using relationship (C2). Hence given an $\varepsilon>0$, one can find a $\delta_{3}$, where $\delta_{3}=\varepsilon / 12 \kappa\left\|g_{n}\right\|_{\infty}$, such that for $\left|x_{1}-x_{2}\right|<\delta_{3}$, $c \mid t_{1}-t_{2}<\delta_{3}$,

$$
\begin{equation*}
\int_{S}\left|g_{n}\left(x_{2}, y\right)\right||f(y, 0+)|\left|H\left(\tau_{1}\right)-H\left(\tau_{2}\right)\right| d \sigma_{y} \leqslant \frac{\varepsilon}{3} . \tag{C9}
\end{equation*}
$$

Finally, one can combine the results of (C7)-(C9) to show that for $f \in B$,

$$
\left|h\left(x_{1}, t_{1}\right)-h\left(x_{2}, t_{2}\right)\right| \leqslant \varepsilon,
$$

whenever $\quad\left|x_{1}-x_{2}\right|<\delta, \quad c\left|t_{1}-t_{2}\right|<\delta, \quad$ where $\quad \delta$ $=\min \left[\delta_{1}, \delta_{2}, \delta_{3}\right]$. With this result we have shown equicontinuity.

Summarizing, the operator $\mathbf{G}_{n}$ is compact, and since $\mathbf{G}_{n} \rightarrow \mathbf{G}, \mathbf{G}$ is compact.

Lemma 2: If

$$
\begin{aligned}
\mathbf{H} f(x, t)= & \int_{S} \int_{0}^{t-r / c} h(x, y ; t-s) \\
& \times H\left(t-\frac{r}{c}\right) f(y, s) d s d \sigma_{y}
\end{aligned}
$$

with $r=|x-y|$, has a kernel $h(x, y ; t)$ that is continuous on $S \times S \times[0, T]$, then $H$ is a compact operator mapping $C(S) \times C^{(0, \lambda)}[0, T]$ into $C(S) \times C[0, T]$.

## Proof: Set

$$
h_{1}(x, y ; t)= \begin{cases}h(x, y ; t)-h(x, y: r / c), & t>r / c \\ 0, & t<r / c\end{cases}
$$

Then $\mathbf{H} f$ can be placed in the form

$$
\begin{aligned}
\mathbf{H} f= & \int_{S} \int_{0}^{T} h_{1}(x, y: t-s) f(y, s) d s d \sigma_{y} \\
& +\int_{0}^{t} \int_{S} h\left(x, y ; \frac{r}{c}\right) f\left(y, \tau-\frac{r}{c}\right) H\left(\tau-\frac{r}{c}\right) d \sigma_{y} d \tau
\end{aligned}
$$

Since the kernel $h_{1}$ is continuous on the compact domain $S \times S \times[0, T]$, the first term is a compact operator. The second term involves a bounded operator (the integral in $t$ ) acting on the operator

$$
\int_{S} h\left(x, y ; \frac{r}{c}\right) f\left(y, t-\frac{r}{c}\right) H\left(t-\frac{r}{c}\right) d \sigma_{y}
$$

which by Lemma 1 is compact mapping $C(S) \times C^{0, \lambda}[0, T]$ into $C(S) \times C[0, T]$. The resulting product of operators is compact. ${ }^{21}$
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In homogeneous free space the electromagnetic field may be represented by a second rank spinor, each component of which is a solution of the wave equation. This makes it possible to solve the boundary value problem for the electromagnetic field when the data given on the hyperplane $z-c t=0$ are entire functions. Two particular cases of boundary conditions that are not entire functions and that lead to a relativistic solution of Young's experiment are discussed.

## I. INTRODUCTION

We consider the wave solutions to Maxwell's equations propagating along the $0 z$ direction in homogeneous free space. We use Gaussian units, the transverse cylindrical coordinates $r, \theta$, and as longitudinal coordinates the cone variables $\xi=z-c t$ and $\bar{\xi}=z+c t$. We introduce the complex vector $\Lambda=E+i H(i=\sqrt{-1})$, where $E$ and $H$ are the (real) electric and magnetic fields.

From a relativistic point of view $\boldsymbol{\Lambda}$ is a self-dual tensor ${ }^{1}$ having a well-known connection ${ }^{1,2}$ with a traceless second rank spinor $\psi_{r}^{s}(r, s=1,2)$. Explicitly one has

$$
\begin{align*}
& \Lambda_{r}-i \Lambda_{\theta}=e^{i \theta} \psi_{1}^{2}, \quad \Lambda_{r}+i \Lambda_{\theta}=e^{-i \theta} \psi_{2}^{1}  \tag{1}\\
& \Lambda_{z}=\frac{1}{2}\left(\psi_{2}^{2}-\psi_{1}^{1}\right)=\psi_{2}^{2}
\end{align*}
$$

Let $\Psi$ denote the matrix

$$
\Psi=\left|\begin{array}{ll}
\psi_{1}^{1} & \psi_{1}^{2}  \tag{2}\\
\psi_{2}^{1} & \psi_{2}^{2}
\end{array}\right| ;
$$

then $\Psi$ satisfies the Proca equation ${ }^{2}$

$$
\begin{align*}
& \not D \Psi=0, \\
& \not D=\left|\begin{array}{cc}
2 \partial_{\bar{\xi}} & e^{-i \theta}\left(\partial_{r}-(i / r) \partial_{\theta}\right) \\
e^{i \theta}\left(\partial_{r}+(i / r) \partial_{\theta}\right) & -2 \partial_{\xi}
\end{array}\right|, \tag{3}
\end{align*}
$$

and $\partial_{r}, \partial_{\theta}, \partial_{\xi}$, and $\partial_{\xi}$ are the partial derivatives with respect to $r, \theta, \xi$, and $\bar{\xi}$, respectively. It is easy to prove that the relations (1) and (3) imply that $\Lambda$ satisfies Maxwell's equations.

When the electromagnetic field is self-conjugate, ${ }^{3} \Lambda$ is a null vector $\boldsymbol{\Lambda} \cdot \boldsymbol{\Lambda}=0$, where the dot means the scalar product that implies

$$
\begin{equation*}
|E|=|H|, \quad E \cdot H=0, \quad \psi_{1}^{2} \psi_{2}^{1}-\psi_{1}^{1} \psi_{2}^{2}=0 \tag{4}
\end{equation*}
$$

We are now looking for solutions of the type

$$
\begin{equation*}
\Lambda \equiv \Lambda(r, \theta, \xi) e^{i k \vec{\xi}}, \quad \Psi \equiv \Psi(r, \theta, \xi) e^{i k \vec{\xi}} \tag{5}
\end{equation*}
$$

Taking (5) into account the derivative matrix $D$ becomes

$$
D=\left|\begin{array}{cc}
2 i k & e^{-i \theta}\left(\partial r-(i / r) \partial_{\theta}\right)  \tag{6}\\
e^{i \theta}\left(\partial_{r}+(i / r) \partial_{\theta}\right) & -2 \partial_{\xi}
\end{array}\right|
$$

Then from the equation $\varnothing \Psi=0$ and from the traceless condition, one deduces the following relations:

$$
\begin{align*}
& \psi_{1}^{1}=-\psi_{2}^{2}=-(i / 2 k) e^{-i \theta}\left(\partial_{r}-(i / r) \partial_{\theta}\right) \psi_{2}^{1} \\
& \psi_{1}^{2}=-(i / 2 k) e^{-i \theta}\left(\partial_{r}-(i / r) \partial_{\theta}\right) \psi_{2}^{2} \tag{7}
\end{align*}
$$

while $\psi_{2}^{1}$ is a solution of the wave equation

$$
\begin{align*}
& \Delta_{1} \psi_{2}^{1}+4 i k \partial_{\xi} \psi_{2}^{1}=0 \\
& \Delta_{1}=(1 / r) \partial_{r}\left(r \partial_{r}\right)+\left(1 / r^{2}\right) \partial_{\theta}^{2} \tag{8}
\end{align*}
$$

Consequently, using relations (1) and (7), solutions of Maxwell's equations can be deduced from the solution $\psi_{2}^{1}$ of the wave equation (8).

We discuss here the boundary value problem for the electromagnetic field with data given on the hyperplane $\xi=0$ when the boundary conditions are consistent with relations (1).

## II. BOUNDARY CONDITIONS ARE ENTIRE FUNCTIONS

We start with a summary of the results we previously obtained ${ }^{4}$ for the wave equation. One first notes that if $\psi$ is a solution of the wave equation independent of $\theta$, then

$$
\begin{equation*}
\psi_{n}=r^{n} \frac{\partial^{n}}{\left(r \partial_{r}\right)^{n}}\left(\psi e^{i n \theta}\right), \quad n \text { positive integer } \tag{9}
\end{equation*}
$$

is also a solution. Consequently it is sufficient to consider the solutions $\psi \equiv \psi(r, \xi) e^{i k \xi}$ with boundary condition $\hat{\psi}(r)$ on $\boldsymbol{\xi}=0$.

These solutions are easy to obtain when $\hat{\psi}$ is an entire function ${ }^{5}$ of order 1 and type $0<\tau<\infty$ of the dimensionless variable $v=-\lambda^{2} r^{2}$. Then one has

$$
\begin{equation*}
\hat{\psi}(v)=\sum_{n=0}^{\infty} \frac{\hat{\psi}_{n}}{n!} v^{n} \tag{10}
\end{equation*}
$$

and $\psi(r, \xi)$ is given ${ }^{4}$ by the relation

$$
\begin{align*}
\psi(r, \xi)= & \lim _{\epsilon \rightarrow 0} \frac{1}{\pi} \sqrt{\frac{\alpha_{\epsilon}}{\pi \xi}} \int_{-\infty}^{+\infty} d s e^{-\alpha_{\xi^{2}} / 4 \xi} \\
& \times \int_{0}^{\pi} d \theta f(s+i r \cos \theta) \tag{11}
\end{align*}
$$

with $\alpha_{\epsilon}=\epsilon+4 i k$, where $\epsilon$ is a positive scalar, and

$$
\begin{align*}
f(s+\operatorname{ir} \cos \theta)= & \int_{0}^{\infty} d t e^{-t} \sum_{n=0}^{\infty}(-1)^{n} \frac{t^{n}}{(2 n)!} \\
& \times \hat{\psi}_{n}(2 s+2 i r \cos \theta)^{2 n} \tag{11'}
\end{align*}
$$

Let us give some examples. Starting with the entire function of type $1, \hat{\psi}(r)=e^{-\left(k r^{2} / a\right)}\left(\lambda^{2}=k / a\right)$, we get from (11) and (11')

$$
\begin{equation*}
\psi(r, \xi)=[1 /(a+i \xi)] e^{-k r^{2} /(a+i \xi)} \tag{12}
\end{equation*}
$$

This expression multiplied by $e^{i k \bar{\xi}}$ is the first focus wave mode solution ${ }^{6}$ of the wave equation.

The entire function of type $\frac{1}{2}, \hat{\psi}(r)=I_{0}(\lambda r)$, where $I_{0}$ is the modified Bessel function of the first kind of order zero, leads to

$$
\begin{equation*}
\psi(r, \xi)=I_{0}(\lambda r) e^{i \lambda^{2} \xi / k} \tag{13}
\end{equation*}
$$

while with the entire function

$$
\hat{\psi}(r)=e^{-k r^{2} / 2 a} I_{0}\left(k r^{2} / 2 a\right)
$$

we get

$$
\begin{equation*}
\psi(r, \xi)=\left[1 /(a+i \xi)^{1 / 2}\right] e^{-k r^{2} / 2(a+i \xi)} I_{0}\left(k r^{2} / 2(a+i \xi)\right) \tag{14}
\end{equation*}
$$

Applying (9) to (12)-(14) supplies the corresponding solutions depending on $\theta$ with boundary condition $\hat{\psi}(r) e^{i n \theta}$.

Let us now come back to Maxwell's equations. To solve the boundary value problem with data on the hyperplane $\xi=0$ consistent with the relations (1) one just has to identify $\psi_{2}^{1}$ with $\psi$ and to use relations (1) and (7).

For instance, when $\psi_{2}^{1}$ is identified with (12) multiplied by $e^{i k \bar{\xi}}$, that is,

$$
\begin{equation*}
\psi_{2}^{1}=[1 /(a+i \xi)] e^{-k r^{2} /(a+i \xi)} e^{i k \bar{\xi}} \tag{15}
\end{equation*}
$$

we get from (7)
$\psi_{1}^{1}=-\psi_{2}^{2}=\left[i r /(a+i \xi)^{2}\right] e^{-k r^{2} /(a+i \xi)} e^{i(k \vec{\xi}-\theta)}$,
$\psi_{1}^{2}=\left[r^{2} /(a+i \xi)^{3}\right] e^{-k r^{2} /(a+i \xi)} e^{i(k \vec{\xi}-2 \theta)}$.

It is easy to check that the condition (4) is satisfied so that the electromagnetic field defined by (15) and (15') is selfconjugate. Substituting these expressions into (1) gives

$$
\begin{align*}
& \Lambda_{r}-i \Lambda_{\theta}=\left[r^{2} /(a+i \xi)^{3}\right] e^{-k r^{2} /(a+i \xi)} e^{i(k \bar{\xi}-\theta)} \\
& \Lambda_{r}+i \Lambda_{\theta}=[1 /(a+i \xi)] e^{-k r^{2} /(a+i \xi)} e^{i(k \bar{\xi}-\theta)}  \tag{16}\\
& \Lambda_{z}=\left[i r /(a+i \xi)^{2}\right] e^{-k r^{2} /(a+i \xi)} e^{i(k \bar{\xi}-\theta)}
\end{align*}
$$

which is the first focus wave mode solution of Maxwell's equations. ${ }^{7}$ A similar calculation gives, when one uses (13) multiplied by $e^{i k \mathbb{F}_{5}}$ as an expression of $\psi_{2}^{1}$,

$$
\begin{align*}
& \Lambda_{r}-i \Lambda_{\theta}=-\left(\lambda^{2} / 4 k^{2}\right)\left(I_{0}(\lambda r)-(2 / \lambda r) I_{1}(\lambda r)\right) \\
& \times e^{i\left(k \bar{\xi}+\lambda^{2} \xi / k-\theta\right)}  \tag{17}\\
& \Lambda_{r}+i \Lambda_{\theta}= I_{0}(\lambda r) e^{i\left(k \bar{\xi}+\lambda^{2} \xi / k-\theta\right)} \\
& \Lambda_{3}=-(i \lambda / 2 k) I_{1}(\lambda r) e^{i\left(k \vec{\xi}+\lambda^{2} \xi / k-\theta\right)}
\end{align*}
$$

With (14) one gets similar but more intricate results. Applying (9) to the previous expressions of $\psi_{2}^{1}$ supplies the solutions depending on $\theta$.

To sum up, using (10), (11), and (11') together with (1), (7), and (9) supplies a lot of solutions to Maxwell's equations among which the focus wave modes have won a special fame. ${ }^{8}$ The behavior of solutions (16) has been discussed elsewhere ${ }^{9}$ as has the Poynting vector and the energy density.

For the focus wave modes the consistency of the boundary conditions leads to the following relations:
$(\cos \theta)\left(\hat{E}_{r}+\hat{H}_{\theta}\right)+(\sin \theta)\left(\widehat{E}_{\theta}-\hat{H}_{r}\right)=\left(r^{2} / a^{3}\right) e^{-k r^{2} / a}$,
$(\sin \theta)\left(\widehat{E}_{r}+\hat{H}_{\theta}\right)-(\cos \theta)\left(\hat{E}_{\theta}-\hat{H}_{r}\right)=0$,
$(\cos \theta)\left(\widehat{E}_{r}-\widehat{H}_{\theta}\right)-(\sin \theta)\left(\widehat{E}_{\theta}+\widehat{H}_{r}\right)=(1 / a) e^{-k r^{2} / a}$,
$(\sin \theta)\left(\widehat{E}_{r}-\widehat{H}_{\theta}\right)+(\cos \theta)\left(\widehat{E}_{\theta}+\hat{H}_{r}\right)=0$,
$(\cos \theta) \widehat{E}_{z}-(\sin \theta) \widehat{H}_{z}=0$,
$(\sin \theta) \hat{E}_{z}+(\cos \theta) \hat{H}_{z}=\left(r / a^{2}\right) e^{-k r^{2} / a}$,
where we used (16) together with the definition of $\Lambda$.

## III. YOUNG'S EXPERIMENT

We ignore whether there exists a general method for solving the boundary value problem when the boundary conditions on $\xi=0$ are not entire functions. But in some simple cases the solution is easy to guess. For instance, let us assume that one has, on $\xi=0$,

$$
\begin{equation*}
\hat{\psi}(x, y)=\delta(x) \delta\left(y^{2}-d^{2}\right) \tag{18}
\end{equation*}
$$

where $\delta(x)$ is the Dirac distribution and $x, y$ are the transverse Cartesian coordinates. The condition (18) means that $\hat{\psi}$ is zero except at the pinholes $(x=0, y= \pm d)$ as in Young's experiment.

In Cartesian coordinates the relations (1), (7), and (8) become, respectively,

$$
\begin{align*}
& \Lambda_{x}-i \Lambda_{y}=\psi_{1}^{2}, \quad \Lambda_{x}+i \Lambda_{y}=\psi_{2}^{1} \\
& \Lambda_{z}=\frac{1}{2}\left(\psi_{2}^{2}-\psi_{1}^{1}\right) \tag{19}
\end{align*}
$$

with

$$
\begin{align*}
& \psi_{1}^{1}=-\psi_{2}^{2}=-(i / 2 k)\left(\partial_{x}-i \partial_{y}\right) \psi_{2}^{1} \\
& \psi_{1}^{2}=-(i / 2 k)\left(\partial_{x}-i \partial_{y}\right) \psi_{2}^{2} \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\partial_{x}^{2}+\partial_{y}^{2}+4 i k \partial_{\xi}\right) \psi_{2}^{1}=0 \tag{21}
\end{equation*}
$$

Consequently one has to find a solution of (21) with (18) as the boundary condition.

For $\xi>0$ the Serendip method leads at once to

$$
\begin{equation*}
\psi(x, y, \xi)=(1 / 2 \xi) e^{i(k / \xi)\left(x^{2}+y^{2}+d^{2}\right)} \cos (2 k d y / \xi) \tag{22}
\end{equation*}
$$

where we assume $k=k_{0}+i \epsilon$ with $\epsilon>0$ in order to make (18) possible. Let us remark that $\psi$ as a function of $x, y, \xi$ is not continuous at $\xi=x=0, y= \pm d$, if these points are approached along the paraboloids $\epsilon\left(x^{2}+(y \pm d)^{2}\right)$ $-\xi=0, \psi$ goes off to infinity while $\psi$ assumes the value zero when they are approached along the surface $\epsilon^{3 / 2}\left(x^{2}+(y \pm d)^{2}\right)-\xi^{1 / 2}=0$. It is trivial to check that (22) is a solution of (21). The solution in the half space $\xi<0$ is obtained by changing $k$ into $-k$.

In the scalar representation of the optical fields the light intensity $I(x, y, \xi)$ is proportional to $|\psi|^{2}$, that is, according to (22) for $\xi>0$,

$$
\begin{align*}
I= & \left(1 / 4 \xi^{2}\right) e^{-2 \epsilon / \xi\left(x^{2}+y^{2}+d^{2}\right)} \\
& \times \cos (2 k d y / \xi) \cos \left(2 k^{*} d y / \xi\right) \tag{23}
\end{align*}
$$

where the asterisk denotes the complex conjugation; in the limit $\epsilon \rightarrow 0$ this expression reduces to

$$
I=\left(1 / 4 \xi^{2}\right) \cos ^{2}\left(2 k_{0} d y / \xi\right),
$$

which gives the interference pattern obtained in Young's experiment ${ }^{10}$ except that the variable $\xi$ takes the place of $2 z$ as expected since the paraxial approximation of the wave equation is obtained by changing $\xi$ into $2 z$.

Consequently ( $23^{\prime}$ ) may be considered as the relativistic expression of Young's experiment.

Let us now identify $\psi_{2}^{1}$ with (22), which we write as

$$
\begin{gather*}
\psi_{2}^{1}=(1 / 2 \xi)(\cos \alpha) e^{\beta}, \quad \alpha=2 k d y / \xi, \\
\beta=(i k / \xi)\left(x^{2}+y^{2}+d^{2}\right) . \tag{24}
\end{gather*}
$$

Substituting this expression into (19) gives

$$
\begin{align*}
\psi_{1}^{1}= & \left(e^{\beta} / 2 \xi^{2}\right)(d \sin \alpha+(x-i y) \cos \alpha \\
\psi_{1}^{2}= & -\left(e^{\beta} / 2 \xi^{3}\right)\left[\left((x-i y)^{2}-d^{2}\right) \cos \alpha\right.  \tag{24'}\\
& +2 d(x-i y) \sin \alpha] .
\end{align*}
$$

Since the condition (14) is not fulfilled, this field is not selfconjugate. From (19), (24), and (24') we get for the electromagnetic field
$\Lambda_{x}=\left(e^{\beta} / 4 \xi^{3}\right)\left(\left(\xi^{2}+d^{2}+(x-i y)^{2}\right) \cos \alpha\right.$

$$
\begin{equation*}
-2 d(x-i y) \sin \alpha) \tag{25}
\end{equation*}
$$

$\Lambda_{y}=-\left(i e^{\beta} / 4 \xi^{3}\right)\left(\left(\xi^{2}-d^{2}+(x-i y)^{2}\right) \cos \alpha\right.$
$+2 d(x-i y) \sin \alpha)$,
$\Lambda_{z}=\left(e^{\beta} / 2 \xi^{2}\right)((x-i y) \cos \alpha+d \sin \alpha)$.
These expressions are valid for $\xi$ in the half space $\xi>0$. For $\xi<0$ one has to change $k$ into $-k$, that is, $\beta$ into $-\beta$. Since $k$ is complex $\operatorname{Re} \beta<0$ and the components of $\Lambda$ are bounded in the transverse direction.

Let us now use (25) to discuss Young's experiment. Because of the short wavelength of visible light the interference pattern may be observed in practice only if $d$ is much smaller than $\xi$. One may also assume $x$ and $y$ small compared with $\xi$ since the amplitudes $\Lambda_{j}$ decrease as $\exp [-(\epsilon)$ $\left.\xi)\left(x^{2}+y^{2}+d^{2}\right)\right]$.

Consequently neglecting terms of second or higher order in $d / \xi, x / \xi, y / \xi$, and their products, the expressions (25) reduce to

$$
\begin{align*}
& \Lambda_{x}=\left(e^{\beta} / 2 \xi\right) \cos \alpha_{0} \\
& \Lambda_{y}=-\left(i e^{\beta} / 2 \xi\right) \cos \alpha_{0}, \quad \alpha_{0}=2 k_{0} d y / \xi  \tag{26}\\
& \Lambda_{z}=\left(e^{\beta} / 2 \xi^{2}\right)\left(d \sin \alpha_{0}+(x-i y) \cos \alpha_{0}\right.
\end{align*}
$$

since $\Lambda_{z}^{2}$ is negligible the electromagnetic field (26) is selfconjugate to second order.

We now compute the Poynting vector and the energy density given by the relations

$$
\begin{align*}
& S_{j}=-(i c / 4 \pi) \epsilon_{j k l} \Lambda_{k} \Lambda_{e}^{*}, \quad j, k, l=1,2,3  \tag{27}\\
& W=(1 / 4 \pi)|\Lambda|^{2}
\end{align*}
$$

where $\epsilon_{j k l}$ is the permutation tensor. Substituting (26) into (27) gives
$S_{x}=-A\left(x \cos \alpha_{0}+d \sin \alpha_{0}\right), \quad S_{y}=\Lambda_{y} \cos \alpha_{0}$,
$S_{z}=\Lambda \xi \cos \alpha_{0}=c W$,
with

$$
A=\left(c / 8 \pi \xi^{3}\right) e^{-(2 \epsilon / \xi)\left(x^{2}+y^{2}+d^{2}\right)} \cos \alpha_{0}
$$

Introducing the variables $S_{\xi}=S_{z}-c W, S_{\bar{\xi}}=S_{z}+c W$, the previous expressions become, in the limit $\epsilon \mapsto 0$,

$$
\begin{align*}
& S_{x}=S_{y}=S_{\xi}=0 \bmod (\operatorname{curl} U),  \tag{29}\\
& S_{\bar{\xi}}=\left(c / 4 \pi \xi^{2}\right) \cos ^{2} \alpha_{0}
\end{align*}
$$

where $U$ is the vector with components
$U_{x}=U_{y}=0$,
$U_{\xi}=-\left(c / 8 \pi \xi^{3}\right) y\left(\cos \alpha_{0}\right)\left(x \cos \alpha_{0}+d \sin \alpha_{0}\right)$.
As is well known, ${ }^{10}$ from a physical point of view curl $U$ does not play any role. So we are left with $S_{\xi}$, which is the expression ( $23^{\prime}$ ) of light intensity multiplied by $c / \pi$. Two comments can be made.
(i) The fact that $S_{\bar{\xi}}$ and not $S_{0}$ is the energy density of the electromagnetic field is in agreement with the asynchronous formulation of relativity. ${ }^{11}$
(ii) The scalar theory may be used as long as $d / \xi, x / \xi$, and $y / \xi$ are small. Let us also note that the case $d=0$ corresponds to a point source with the usual inverse square law.

As another example of the boundary value problem we consider a boundary condition of the slot type:

$$
\begin{equation*}
\hat{\psi}(x, y)=\delta(y) \tag{30}
\end{equation*}
$$

The Serendip method still supplies the solution of (21) satisfying (30) for $\xi=0$ :

$$
\begin{equation*}
\psi_{2}^{1}(x, y)=(1 / \sqrt{\xi}) e^{i k y^{2} / \xi}, \quad \xi>0 \tag{31}
\end{equation*}
$$

which leads to

$$
\begin{align*}
& \psi_{1}^{1}=-\left(i y / \xi^{3 / 2}\right) e^{i k y^{2} / \xi}, \\
& \psi_{1}^{2}=\frac{y}{\xi^{3 / 2}}\left(\frac{y}{\xi}-\frac{1}{2 k y}\right) e^{i k y^{2} / \xi},
\end{align*}
$$

and for the electromagnetic field to

$$
\begin{align*}
& \Lambda_{x}=\frac{1}{2 \sqrt{\xi}}\left(1+\frac{y^{2}}{\xi^{2}}-\frac{i}{2 k \xi}\right) e^{i k y^{2} / \xi} \\
& \Lambda_{y}=\frac{-i}{2 \sqrt{\xi}}\left(1-\frac{y^{2}}{\xi^{2}}+\frac{i}{2 k \xi}\right) e^{i k y^{2} / \xi}  \tag{32}\\
& \Lambda_{z}=-\left(i y / \xi^{3 / 2}\right) e^{i k y^{2} / \xi}
\end{align*}
$$

The components of the Poynting vector are

$$
\begin{align*}
& S_{x}=\frac{c y}{8 \pi k \xi^{3}} e^{-2 \epsilon y^{2} / \xi}, \quad S_{y}=\frac{c y}{8 \pi k \xi^{3}} e^{-2 \epsilon y^{2} / \xi}, \\
& S_{z}=\frac{c}{8 \pi \xi}\left(1-\frac{y^{4}}{\xi^{4}}-\frac{1}{4 k^{2} \xi^{2}}\right) e^{-2 \epsilon y^{2} / \xi}  \tag{33}\\
& S_{0}=\frac{c}{8 \pi \xi}\left[\left(1+\frac{y^{2}}{\xi^{2}}\right)^{2}+\frac{1}{4 k^{2} \xi^{2}}\right] e^{-2 \epsilon y^{2} / \xi}
\end{align*}
$$

Let us assume $\xi$ very large so that, taking into account the exponential factor, one may neglect the terms $y / \xi$ of second and higher order. We further assume $k \xi \gg 1$. Then we get from (34), in the limit $\epsilon \rightarrow 0$,

$$
\begin{equation*}
S_{x}=S_{y}=S_{\xi}=0, \quad S_{\bar{\xi}}=c / 4 \pi \xi \tag{34}
\end{equation*}
$$

One notes from (34) that $S_{\xi}$, which is still the energy density, decreases as $\xi^{-1}$ instead of $\xi^{-2}$ as in (29), a behavior typical of a slot antenna.

Let us write the boundary condition $\hat{\psi}(x, y)$ on the hyperplane $\xi=0$ as

$$
\begin{equation*}
\hat{\psi}(x, y)=\hat{\psi}_{1}(x, y)+i \hat{\psi}_{2}(x, y) \tag{35}
\end{equation*}
$$

Then, according to (20) and (21), the boundary conditions for the electromagnetic field are

$$
\begin{align*}
& \hat{E}_{x}-\widehat{H}_{y}=\hat{\psi}_{1}, \quad \hat{H}_{x}+\hat{E}_{y}=\hat{\psi}_{2} \\
& \widehat{E}_{x}+\hat{H}_{y}=-\left(1 / 4 k^{2}\right)\left(\partial_{y}^{2} \hat{\psi}_{1}-2 \partial_{x} \partial_{y} \hat{\psi}_{2}-\partial_{2}^{2} \hat{\psi}_{1}\right), \\
& \hat{H}_{x}-\widehat{E}_{y}=-\left(1 / 4 k^{2}\right)\left(\partial_{y}^{2} \hat{\psi}_{2}-2 \partial_{x} \partial_{y} \hat{\psi}_{1}-\partial_{x}^{2} \hat{\psi}_{2}\right), \\
& \widehat{E}_{z}=-(1 / 2 k)\left(\partial_{y} \hat{\psi}_{1}-\partial_{x} \hat{\psi}_{2}\right) \\
& \hat{H}_{z}=-(1 / 2 k)\left(\partial_{x} \hat{\psi}_{1}+\partial_{y} \hat{\psi}_{2}\right) . \tag{36}
\end{align*}
$$

The transformation $E_{\mapsto} \rightarrow H, H_{\mapsto}-E$, which leaves Maxwell's equations invariant in free space, changes $\Lambda$ into $-\Lambda$ and $\left(\hat{\psi}_{1}, \hat{\psi}_{2}\right)$ into ( $\hat{\psi}_{2},-\hat{\psi}_{1}$ ). Consequently the Babinet principle has a simple expression leading to further results.

## IV. CONCLUSION

The present work suggests a statement and a conjecture.
First the statement: the boundary conditions on the hyperplane $\xi=0$ play the role of a source term. We shall discuss this statement elsewhere by appealing to the asynchro-
nous formulation of relativity ${ }^{11}$ that we already met when we proved that the component $S_{\xi}$ is the energy density. This last result that we obtained in Sec. III is also true ${ }^{9}$ for the focus wave modes (16).

The conjecture starts with the remark that in Young's experiment, as described here, the wave-particle duality reduces to a different choice of boundary conditions on $\xi=0$, $d \neq 0$ versus $d=0$. This suggests the following conjecture: the mathematical description of experiments with photons require boundary conditions on space-time manifolds.
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#### Abstract

An infinite quantum system with correctly defined dynamics $\tau^{Q}$ as an automorphism group of a $C^{*}$-algebra $\mathscr{C}$ of observables is determined by any continuous unitary representation $U(G)$ of a connected Lie group $G$, as well as by an arbitrary differentiable real function $Q$ on the dual space $g^{*}$ to the Lie algebra $g$ of $G$ with the canonically defined Poisson flow $\varphi^{Q}$ on $g^{*}$. For specific choices of $Q$ and $G$, the system can be obtained as the thermodynamic limit of a net of finite lattice systems with the mean-field type interaction of Hepp and Lieb [Helv. Phys. Acta 46, 573 (1973)]. A simple nontrivial model of this type is the quasispin BCS model of superconductivity in the strong coupling limit, or a corresponding model of the Josephson junction. A peculiar feature of the considered models is $\tau^{Q}$ noninvariance of the usually considered $C^{*}$-algebra ef of quasilocal observables, as well as an important role of classical dynamics $\varphi^{Q}$ of a set of macroscopic (intensive) observables in the description of $\tau^{Q}$. The work is restricted here to norm-continuous representations $U(G)$, in which case $\mathscr{C}$ is isomorphic to the tensor product $\mathscr{A} \otimes \mathscr{N}$, where $\mathscr{N}$ is the commutative algebra of classical (intensive) observables of the considered infinite quantum system.


## I. INTRODUCTION

Mean-field approximations to models in statistical mechanics were introduced at the beginning of our century ${ }^{1}$ to obtain some description of phase transitions. Quantum models leading rigorously in the thermodynamic limit to quantum mean-field dynamics as a consequence of a given net of local Hamiltonians appeared in a description of superconductivity. ${ }^{2}$ The simplest nontrivial model of the considered type is the strong coupling limit ${ }^{3,4}$ of the quasispin formulation ${ }^{5}$ of the BCS model. The correctness of the description of (the local perturbations of) equilibrium states by the linearized Hamiltonian introduced by Bogoliubov ${ }^{6}$ was demonstrated by Haag ${ }^{7}$ by using concepts of the algebraic formulation of quantum theory. The study of the role of the Bogoliubov-Haag Hamiltonian in the description of time evolution was initiated by Thirring et al. ${ }^{8-10}$ It was shown in the framework of the $C^{*}$-algebraic formalism that the description of the time evolution is representation dependent, ${ }^{10}$ and that it can be described in equilibrium states by an automorphism group of the weak closure of the corresponding Gel'fand-Naimark-Segal (GNS) representation of the $C^{*}$ algebra $\mathscr{A}$ of quasilocal observables. ${ }^{11}$ Studies of the thermodynamic limits of Gibbs states were performed and the existence and structure of phase transitions was determined (see, e.g., Refs. 10, 12, and 13). These quadratic models were generalized to polynomial ones and, in this general case, classical time evolution of macroscopic (intensive) quantities was established by Hepp and Lieb ${ }^{14}$ for the restriction to the subset of "classical states" ${ }^{15}$ of the set of all states of the infinite system; this was possible without knowing the microscopic evolution of all quasilocal quantities of the infinite quantum system due to a specific way of taking the thermodynamic limit of time evolved intensive quantities. Let us note that the results obtained in Ref. 14 coincide with those derived from the microscopic evolution $\tau^{Q}$ introduced below.

Further investigation of the dynamics of the mean-field models was restricted mostly to the dynamics of local perturbations of limiting Gibbs states. ${ }^{16-18}$ Some of the conclusions of these works were rather unexpected: in some states the time evolution does not satisfy the semigroup property. ${ }^{17,18}$ In some attempts ${ }^{18,19}$ to define time evolution in the considered (polynomial) models the "Schrödinger picture" was used. Rieckers with his collaborators ${ }^{20-24}$ stressed the importance of classical observables as well as a specific role of "symmetry breakdown" in the correct definition of time evolution in the GNS representations of the considered states. They proved $\sigma$-weak continuity of the obtained time evolution automorphism group of the weak closures of the representations. The necessity of enlargement of quasilocal algebras and a role of their nontrivial center in descriptions of dynamics of systems with long range interactions was studied in Refs. 25 and 26.

We shall consider in this paper a general class of the mean-field models that are generalizations of the models introduced in Sec. 2 of Ref. 14 to nonpolynomial interactions. Our language will be that of the $C^{*}$-algebraic formulation of quantum theory. ${ }^{27-29}$ An inspiring review of the history, methodological problems as well as possible perspectives of the formalism, and its applications to systems with many degrees of freedom is contained in Primas' book. ${ }^{30}$ We shall investigate the thermodynamic limits of local time evolutions of the considered (polynomial) models as well as generalizations of the limiting time evolutions. Since the thermodynamic limits do not exist ${ }^{8}$ in the strong topology in the algebra of quasilocal observables $\mathscr{A}$, we shall work in the framework of the larger algebra $\mathscr{A}^{* *}$, and the limits will be considered in the $\sigma$-s*-topology generated by a subset $S_{\mathrm{g}}$ of the normal states on $\mathscr{A}^{* *}$. The set $S_{8}$ is contained in the set of classical states, ${ }^{14}$ which contains all the permutation invariant states ${ }^{15}$ as well as all the states for which the above mentioned considerations and conclusions ${ }^{18-24}$ were applied. The states $\omega \in S_{\mathrm{g}}$ are specified by the existence of all the
relevant intensive observables obtained from their local forms by strong operator limits in the strong closures $\pi_{\omega}(\mathscr{A}) "$ of the corresponding GNS representations $\pi_{\omega} \cdot S_{\text {a }}$ seems to be the maximal set of states for which the time evolution of all the considered models can be defined simultaneously in a unique "natural" way. ${ }^{31}$ The resulting time evolution of the infinite quantum system can be described as a one-parameter group of the ${ }^{*}$-automorphisms of a $C^{*}$-algebra $\mathscr{C}$ contained in $\mathscr{A}^{* *}$ and containing the usually considered quasilocal algebra $\mathscr{A}$. Hence any pathological looking features of the considered models appearing in previous works are either missing or naturally explained in the framework of our approach. Let $P_{G}$ be the smallest projection in the center of $\mathscr{A}^{* *}$ with the property $\omega\left(P_{G}\right)=1$ for all $\omega \in S_{\mathrm{g}}$. Then $\mathscr{C}$ is a proper subset of $P_{G} \mathscr{A}^{* *}$, which allows us to prove better continuity properties of the timeevolution automorphism group then were stated for limiting evolutions of weak closures of some GNS representations of $\mathscr{A}$ in Refs. 18-24. A crucial role of a kinematical group $G$ of the systems is revealed in our definition of the dynamics.

The sets of bounded observables and states of the considered systems (i.e., the "kinematics") together with a set of their natural symmetries are introduced in Sec. II. Any of the considered systems of Secs. II and III can be regarded as a union of a countable set of equal quantum mechanical subsystems. Each of these subsystems of a given composed infinite system is determined by a weakly continuous unitary representation $U(G)$ of a connected Lie group $G$ in a separable Hilbert space $H$. We shall consider in this paper only the cases of norm-continuous $U(G)$ although the general case can be dealt with with the help of more technical approaches. ${ }^{25}$ The usually considered ${ }^{15,28} C^{*}$-algebra $\mathscr{A}$ of quasilocal observables is the infinite tensor product of a countable number of copies of the algebra $\mathscr{L}(H)$ of all bounded operators on $H$ defined as the $C^{*}$-inductive limit ${ }^{32}$ of $W^{*}$-tensor products of any finite numbers of copies of $\mathscr{L}(H)$. The action $U(G)$ on $H$ induces a naturally defined automorphism group $\sigma(G)$ of $\mathscr{A}$ with a canonical extension to an automorphism group of the double dual $\mathscr{A}^{* *}$ of $\mathscr{A}$. The commutative $C^{*}$-algebra $\mathscr{N}$ of considered macroscopic (intensive) observables is generated by the simplest Cesaro means (in the strong topology of $P_{G} \mathscr{A}^{* *}$ ) of copies of the generators of $U(G)$. The algebra $\mathscr{N}$ belongs to the center $\mathscr{Z}$ of $\mathscr{A}^{* *}$ and it is isomorphic to the algebra $C(E)$ of all continuous complex-valued functions on an $\mathrm{Ad}^{*}(G)$-invariant subset $E$ of the dual space $\mathrm{g}^{*}$ to the Lie algebra g of $G$. The isomorphism is given by a $\mathscr{P}$ valued, $\sigma(G)-\mathrm{Ad}^{*}(G)$-equivariant projection valued measure $E_{\mathrm{q}}$ on $\mathrm{g}^{*}$ ( with supp $E_{\mathrm{g}}$ $=E$ ) via the standard functional calculus: $f[\in C(E)]$ $\mapsto E_{\mathrm{g}}(f)(\in \mathscr{Z})$. One has also $P_{G}=E_{\mathrm{g}}\left(\mathrm{g}^{*}\right)$. If we consider $\mathscr{A}$ canonically embedded into $\mathscr{A}^{* *}$, then the $C^{*}$-algebra $\mathscr{C}$ of observables convenient for the description of dynamics in the considered models is generated in $P_{G} \mathscr{Q}^{* *}$ by the subalgebras $P_{G} \mathscr{A}$ and $\mathscr{N} . \mathscr{C}$ is isomorphic to the tensor product $\mathscr{A} \otimes \mathscr{N}$ [in the case of norm-continuous $U(G)$ ]. The algebras $\mathscr{C}, \mathscr{A}$, and $\mathscr{N}$ are invariant with respect to (w.r.t.) the action of $\sigma(G)$, e.g., $\sigma(g)(\mathscr{N}) \subset \mathscr{N}$ for all $g \in G$.

The set of differentiable functions on $g^{*}$ is endowed with a natural structure of Poisson brackets (also called the "Ber-
ezin brackets") coming from the Kirillov-Kostant symplectic structure ${ }^{33,34}$ on orbits of the coadjoint representation $\mathrm{Ad}^{*}(\boldsymbol{G})$ in $\mathrm{g}^{*}$. This $\mathrm{Ad}^{*}(G)$-invariant Poisson structure ${ }^{35}$ associates with any differentiable function $Q$ on $\mathrm{g}^{*}$ the Ham iltonian vector field $\lambda_{Q}$ and the corresponding flow $\varphi^{Q}$ of Poisson morphisms on $\mathrm{g}^{*}$. The $\varphi^{Q^{\text {invariance }} \text { of } \mathrm{Ad}^{*} \text {-orbits }}$ allows us to represent the action of the group $\varphi^{Q}$ on any element of $\mathfrak{g}^{*}$ by an action of the $\mathrm{Ad}^{*}$-representation of $G$ taken on values of a cocycle $g_{Q}: \mathbf{R} \times \boldsymbol{g}^{*} \rightarrow G$ (cf. Sec. II B). This fact together with the $G$ equivariance of $E_{8}$ as well as with the structure of the algebra of observables $\mathscr{C}$ leads to a natural possibility to define an automorphism group $\tau^{\mathcal{Q}}$ of $\mathscr{C}$ with the help of the group $\sigma(G): \tau^{\ell}$ is a kind of transfer of the classical evolution $\varphi^{Q}$ specified by the cocycle $g_{Q}$ [if $\sigma(G)$ and $E_{\mathrm{g}}$ are given]. In Sec. IV the above mentioned definition of $\tau^{Q}$ is described, and Sec. III is devoted to the determination of the time evolution with the help of local Hamiltonians corresponding to the choice of polynomial $Q$ 's. The proof of the identity of both the definitions of $\tau^{Q}$ is made by comparing the infinitesimal generators (i.e., the derivations ${ }^{36}$ ) of the corresponding automorphism groups.

The resulting picture of the behavior of the infinite quantum-mechanical system corresponding to the dynamics $\tau^{Q}$ agrees with the common image ${ }^{1}$ of the mean-field theories: The time evolution of any finite subsystem can be described by a Schrödinger-type equation with a time-dependent Hamiltonian (depending on the "external" mean field consisting of the classically evolved intensive observables with values in $\mathrm{g}^{*}$ as well as on a given initial state of the infinite system). The mean field is, however, an exact consequence of the internal structure of the interactions in the infinite system, and no external field is put into the considered models by hand.

Let us note eventually that we have not mentioned here some important works connecting the presently discussed mean-field dynamics with other interesting problems of physics, e.g., with the question of sources of irreversibility, ${ }^{14,37}$ and with several differently posed questions of connection of quantum and classical mechanics, cf., e.g., Ref. 25 for some citations. A discussion of these problems supplemented with corresponding citations is postponed to later work.

## II. KINEMATICS OF THE SYSTEM

We shall specify here the "kinematical structure" of the considered systems by specifying, as usual, the sets of "observables" and "states" as well as some rules for their interpretation. In the framework of the $C^{*}$-algebraic description of physical systems the set of all bounded observables consists of all self-adjoint elements of a given $C^{*}$-algebra $\mathscr{C}$, and the set of all states of the system is described either by the set $S(\mathscr{C})$ of all positive normalized functionals on $\mathscr{C}$ or by a conveniently chosen subset of $S(\mathscr{C})$, e.g., for a $W^{*}$-algebra $\mathscr{C}$ the set $S_{*}(\mathscr{C})$ of normal states on $\mathscr{C}$ might be in some situations sufficient to describe the relevant physical situations. Since the algebra $\mathscr{C}$ of any of the presently considered systems has the tensor product structure $\mathscr{A} \otimes \mathscr{N}$, we shall discuss in Sec. II C the relation of $S(\mathscr{C})$ to $S(\mathscr{A})$ and
$S(\mathscr{N})$. The standard rule of the interpretation of the numbers $\omega(c)$ [with $\omega \in S(\mathscr{C}), c \in C$ ] as expectations for the observables $c$ in the states $\omega$ will be complemented here by a scheme of giving physical meaning to specific $c \in \mathscr{C}$. This will be done by choosing a distinguished symmetry group $G$ of the system: The group $G$ might be identified with a group of transformations of a set of measuring devices. The action of the group $G$ on the considered infinite quantum system allows us to specify a classical subsystem of a distinguished set of intensive observables with a natural Poisson structure. ${ }^{35}$ Consideration of this classical subsystem is useful for introduction of dynamics into the considered type of models.

## A. The large quantal system

Let $\Pi$ be an infinite countable set and let $\Pi$ denote the set of all finite subsets of $\Pi,|J|:=\operatorname{card} J$ for $J \in \Pi$. Let $U(G)$ be a norm-continuous unitary representation in a separable Hilbert space $H$ (for the usually considered spin systems $H$ is finite dimensional). Let $u_{p}: H \rightarrow H_{p}$ ( $p \in \Pi$ ) be unitary mappings onto copies $H_{p}$ of $H, U_{p}(g):=\pi_{p}(U(g))$ for all $g \in G$ and $p \in \Pi$ with $\pi_{p}(A):=u_{p} A u_{p}^{-1}, A \in \mathscr{L}(H):=$ bounded operators on $H$. Let $\mathscr{A}$ be the $C^{*}$-inductive limit (cf. 1.23.11 in Ref. 32) of the net of the $W^{*}$-algebra $\mathscr{A}^{J}(J \in \Pi)$ given by the $W^{*}$-tensor products ${ }^{32,38}$

$$
\mathscr{A}^{J}:=\underset{p \in J}{\otimes} \pi_{p}(\mathscr{L}(H))
$$

The $C^{*}$-algebra $\mathscr{A}$ is simple, cf. 2.6.20 of Ref. 28 . Each $\mathscr{A}^{J}$ ( $J \in \Pi$ ) will be considered as a ("local") subalgebra of $\mathscr{A}$ in the canonical way. Then $\mathscr{A}$ becomes a quasilocal algebra. ${ }^{28}$ Let $\sigma(G)$ be the range of the strongly continuous homomorphism $\sigma$ of $G$ into ${ }^{*}$-aut $\mathscr{A}:=$ the automorphism group of $\mathscr{A}$. The morphism $\sigma$ is determined by the action of $\sigma(G)$ on finite linear combinations of the elements $x \in \mathscr{A}$ of the form

$$
x:={\underset{p \in J}{\otimes} \pi_{p}\left(x_{p}\right), \quad x_{p} \in \mathscr{L}(H), \quad J \in \Pi, ~}_{\text {I }}
$$

by the formula

$$
\begin{equation*}
\sigma(g)(x):=\underset{p \in J}{\otimes} \pi_{p}\left(U(g) x_{p} U\left(g^{-1}\right)\right), \quad g \in G . \tag{2.1}
\end{equation*}
$$

The strong continuity of $\sigma$ means that the functions $g \mapsto \sigma(g)(x)(x \in \mathscr{A})$ are continuous in the norm topology of $\mathscr{A}$. Let g be the Lie algebra of $G$ and let $X_{\beta}=X_{\beta}^{*} \in \mathscr{L}(H)$ be the generators of $U$ :

$$
\begin{equation*}
\exp \left(-i t X_{\beta}\right):=U(\exp (t \beta)), \quad \beta \in \mathrm{g} . \tag{2.2}
\end{equation*}
$$

The continuity of $\sigma$ is a consequence of the assumed boundedness of $X_{\beta}(\beta \in \mathfrak{g})$. The adjoint representation $\operatorname{Ad}(G)$ on $g$ is defined by the formula

$$
\operatorname{Ad}(g) \beta:=\left.\frac{d}{d t}\right|_{t=0}\left[g \exp (t \beta) g^{-1}\right], \quad g \in G, \quad \beta \in \mathrm{~g}
$$

The generators $X_{\beta}$ depend linearly on $\beta \in \mathfrak{g}$, and their transformation properties under $U(G)$ are

$$
\begin{equation*}
X_{\beta} \mapsto U(g) X_{\beta} U\left(g^{-1}\right)=X_{\mathrm{Ad}(g) \beta} \tag{2.3}
\end{equation*}
$$

Let us also write $X(\beta)$ for $X_{\beta}$ and let

$$
\begin{equation*}
X^{J}(\beta):=|J| X_{\beta J}:=\sum_{p \in J} \pi_{p}\left(X_{\beta}\right), \quad \beta \in \mathfrak{g}, \quad J \in \Pi . \tag{2.4}
\end{equation*}
$$

The expressions (2.4) represent elements of $\mathscr{A}^{J}$ (hence of $A$ ) in a canonical way. Then we have from (2.1) and (2.3)

$$
\begin{equation*}
\sigma(g)\left(X^{J}(\beta)\right)=X^{J}(\operatorname{Ad}(g) \beta) \tag{2.5}
\end{equation*}
$$

Let $S(\mathscr{A})$ be the set of all states (i.e., positive linear normalized functionals) on $\mathscr{A}$. For any $\omega \in S(\mathscr{A})$, let [ $\pi_{\omega}, H_{\omega}, \Omega_{\omega}$ ] be the corresponding GNS triplet (the technicalities on $C^{*}$-algebras and their representations can be found in Refs. 27-29, 32, 38-40). Let [ $\pi_{u}, H_{u}$ ] be the universal representation of $\mathscr{A}$, i.e., the orthogonal sum of all the $\pi_{\omega}[\omega \in S(\mathscr{A})]$. The double commutant $\pi_{u}(\mathscr{A}) "$ of $\pi_{u}(\mathscr{A})$ in $\mathscr{L}\left(H_{u}\right)$ is isomorphic as a Banach space to the double topological dual $\mathscr{A}^{* *}$ of $\mathscr{A}$, hence $\mathscr{A}^{* *}$ is canonically endowed with the structure of a von Neumann algebra. We shall identify $\mathscr{A}^{* *}$ with $\pi_{u}(\mathscr{A})^{\prime \prime}$. Let $\mathscr{R}:=\pi_{u}(\mathscr{A})^{n}$ $\cap \pi_{u}(\mathscr{A})^{\prime}$ be the center of $\mathscr{A}^{* *}$. Any state $\omega \in S(\mathscr{A})$ can be uniquely extended to an (equally denoted) normal state $\omega \in S_{*}\left(\mathscr{A}^{* *}\right) \subset S\left(\mathscr{A}^{* *}\right)$ and the corresponding $W^{*}$-representation $\pi_{\omega}$ of $\mathscr{A}^{* *}$ is the unique normal extension of $\pi_{\omega}(\mathscr{A})$ to $\mathscr{A}^{* *}$, cf. Ref. 32, Proposition 1.21.13. We can consider $\pi_{\omega}$ as a subrepresentation of $\pi_{u}$, and for the extensions we have $\pi_{\omega}\left(\mathscr{A}^{* *}\right)=\pi_{\omega}(\mathscr{A})^{\prime \prime}$. For any representation $\pi$ of $\mathscr{A}$, there is a unique projection $c(\pi)=c(\pi)^{*}=c(\pi)^{2} \in \mathscr{Z}$ called the central cover of $\pi$, Ref. 39, paragraph 3.8.1, such that $c(\pi) \mathscr{A}^{* *}$ is isomorphic to $\pi(\mathscr{A})^{\prime \prime}=\pi\left(\mathscr{A}^{* *}\right)$, and $\pi(c(\pi))=\pi(\mathbb{1})$ [1 is the unit element $\pi_{u}\left(\mathrm{id}_{\Delta \gamma}\right)$ of $\left.\mathscr{A}^{* *}\right]$. The algebra $\mathscr{A}$ is isomorphic to its universal representation $\pi_{u}(\mathscr{A})$ but, due to the simplicity of $\mathscr{A}$, it is isomorphic also to any nonzero representation $\pi(\mathscr{A})$. Hence $\mathscr{A}$ can be identified either with $\pi_{u}(\mathscr{A})$ or with any of its nonzero subrepresentations $c(\pi) \pi_{u}(\mathscr{A})$.

The "local Hamiltonians" for the description of dynamics $\tau^{J}$ of elements in the subalgebras $\mathscr{A}^{J}(J \in \Pi)$ are expressed in the considered polynomial models ${ }^{14}$ in terms of elements from (2.4). Hence the thermodynamic limit of dynamics can be expected to exist in (and only in) the subset of states $S_{\mathrm{g}} \subset S(\mathscr{A})$ in which limits for $J \rightarrow \Pi$ of the nets [ $X_{\beta J}: J \in \Pi$ ] for all $\beta \in \mathrm{g}$ exist in some suitable sense (for general interactions of the considered type; for a specific interaction, the limiting dynamics can be defined in those states in which the limits do exist for all such $\beta$ 's for which the $X_{\beta J}$ enter into the local Hamiltonians). Let us note that the existence of norm limit of the net [ $X_{\beta J}: J \in \Pi$ ] is excluded for $X_{\beta}$ different from a scalar multiple of the identity in $H$ : Since the norm limits of all commutators $\left[x, X_{\beta J}\right](x \in \mathscr{A})$ vanish and $\mathscr{A}$ is simple, any norm limit $z_{\beta}$ of $X_{\beta}$ would be a scalar multiple of identity of $\mathscr{A}$. This would imply

$$
\lim _{J} \omega\left(X_{\beta J}\right)=z_{\beta}, \quad \text { for all } \omega \in S(\mathscr{A})
$$

But the spectrum of $X_{\beta}$ contains at least two distinct points; hence there are normalized vectors $\varphi_{j} \in H(j=1,2)$ such that $\left(\varphi_{1}, X_{\beta} \varphi_{1}\right) \neq\left(\varphi_{2}, X_{\beta} \varphi_{2}\right)$, and for the product states $\omega_{1,2}$ : $\omega_{j}\left(\otimes_{p \in J}^{\otimes} \pi_{p}\left(x_{p}\right)\right):=\prod_{p \in J}\left(\varphi_{j}, x_{p} \varphi_{j}\right), \quad x_{p} \in \mathscr{L}(H), \quad j=1,2$, one obtains the desired contradiction:

$$
\lim _{J} \omega_{1}\left(X_{\beta J}\right) \neq \lim _{J} \omega_{2}\left(X_{\beta J}\right)
$$

However, it can be easily shown that strong operator limits

$$
\begin{equation*}
\mathrm{s}-\lim \pi_{\omega}\left(X_{\beta J}\right) \in \pi_{\omega}(\mathscr{A})^{\prime \prime} \tag{2.6a}
\end{equation*}
$$

exist for many states $\omega \in S(\mathscr{A})$, e.g., for all permutation invariant states, i.e., the states $\omega$ for which the values

$$
\omega\left(\otimes_{p \in J} \pi_{j(p)}\left(x_{p}\right)\right), \quad \text { for any } J \in \Pi, \quad x_{p} \in \mathscr{L}(H)
$$

and any bijection $j: \Pi \rightarrow \Pi$ are independent of $j$. ${ }^{17}$ Examples of permutation-invariant states are $\omega_{1,2}$ defined above. There are states $\omega$, on the other hand, for which the strong limit of $\pi_{\omega}\left(X_{\beta J}\right)$ does not exist, e.g., the product states $\omega:=\otimes_{p \in I I} \omega^{\rho}$, in which an infinite number of the restrictions $\omega^{p}$ to the local subalgebras $\mathscr{A}^{p}:=\mathscr{L}\left(H_{p}\right)$ coincides with $\varphi_{1}$ [i.e., $\omega^{p}\left(\pi_{p}(x)\right)=\left(\varphi_{1}, x \varphi_{1}\right)$ for all $x \in \mathscr{L}(H)$ ], and also an infinite number of $\omega^{q}$ coincides with $\varphi_{2}$ defined above.

The existence of the limit in (2.6a) is equivalent ${ }^{41}$ to the existence of that limit with $\omega$ replaced by a (quasi-) equivalent state, ${ }^{39,40}$ i.e., by a state with the same central cover $c\left(\pi_{\omega}\right)$ of its GNS representation. After the identification of $x \in \mathscr{A}$ with $\pi_{u}(x) \in \mathscr{A}^{* *}$, we make a natural identification of $\pi_{\omega}(x)$ with $x c\left(\pi_{\omega}\right):=\pi_{u}(x) c\left(\pi_{\omega}\right)$, and the existence of the limits in (2.6a) is equivalent to the existence of the limits

$$
\begin{equation*}
\mathrm{s}-\lim _{J} X_{\beta J} P \in \mathscr{Z}, \quad \beta \in \mathrm{~g}, \tag{2.6b}
\end{equation*}
$$

with $P=c\left(\pi_{\omega}\right)$. The limits in (2.6b), if they exist, belong to the center $\mathscr{P}$ of $\mathscr{A}^{* *}$ since the nets $J_{\mapsto}\left[x, X_{\beta J}\right]$ converge to zero in norm for any $x \in \mathscr{A}$, where $[x, y]:=x y-y x$ is the commutator. The existence of the limits in (2.6b) for some projection $P \in \mathscr{Z}$ implies the existence of the limits in (2.6a) for all such $\omega$, for which $c\left(\pi_{\omega}\right) \leqslant P$. Let $P_{G}$ be the largest of all such projections $P$ for which the limits in (2.6b) exist. Let

$$
\begin{equation*}
X_{\beta \mathrm{II}}:=\mathrm{s}-\lim _{J} X_{\beta J} P_{G} \tag{2.7}
\end{equation*}
$$

Due to the linear dependence of $X_{\beta \text { II }}$ on $\beta \in \mathfrak{g}$, the mapping

$$
\begin{equation*}
\beta \mapsto \exp \left(i X_{\beta I I}\right) \in P_{G} \mathscr{Z} \tag{2.8}
\end{equation*}
$$

is a norm-continuous unitary representation of the additive group $g$ in the Hilbert space $P_{G} H_{u}$. According to the Stone-Naimark-Ambrose-Godement (SNAG) theorem (see Ref. 42, § 140, p. 375, or Ref. 43, Theorem VIII. 12, or Ref. 28, Sec. 3.2.3), there is a unique projection valued measure $E_{\mathfrak{g}}$ on $g^{*}$ [the dual of the linear space $g$ can be identified with the dual group $\hat{g}$ of the additive group $g$ by the association with any $F \in \mathfrak{g}^{*}$, the character $\left.\chi_{F}: \beta \rightarrow \chi_{F}(\beta):=\exp (i F(\beta))\right]$ with values in $P_{G} \mathscr{Z}$ such that

$$
\begin{equation*}
X_{\beta 11}=\int_{\mathfrak{g}^{*}} F(\beta) E_{\mathfrak{g}}(d F), \quad \beta \in \mathfrak{g} \tag{2.9}
\end{equation*}
$$

Let us denote $E:=\operatorname{supp} E_{\mathrm{g}}$ the minimal closed set $E \subset \mathfrak{g}^{*}$ such that $E_{\mathrm{g}}(E)=P_{G}\left[=E_{\mathrm{g}}\left(\mathrm{g}^{*}\right)\right]$. The set $E$ is compact due to the boundedness of $X_{\beta}$ 's. The set $C(E)$ of complexvalued continuous functions on $\operatorname{supp} E_{\mathrm{g}}$ is a commutative unital $C^{*}$-algebra generated (by the Weierstrass theorem) by the functions $f_{\beta}(\beta \in g)$, where

$$
\begin{equation*}
f_{\beta}(F):=F(\beta), \quad F \in \mathfrak{g}^{*}, \tag{2.10}
\end{equation*}
$$

are linear functions on $\mathrm{g}^{*}$. Let $E_{\mathrm{g}}$ denote also the mapping from $C(E)$ into $P_{G} \mathscr{2}$ given by

$$
\begin{equation*}
E_{\mathrm{o}}: f(\in C(E)) \rightarrow E_{\mathrm{g}}(f):=\int f(F) E_{\mathrm{g}}(d F) \tag{2.11}
\end{equation*}
$$

A direct consequence of the standard functional calculus of normal operators ${ }^{42,43}$ is the following lemma.

Lemma 2.1: The mapping $E_{\mathfrak{g}}$ from (2.11) is a *-isomorphism of $C(E)$ onto the $C^{*}$-subalgebra $\mathscr{N}$ of $\mathscr{P}$ generated by the elements

$$
\begin{equation*}
X_{\beta 1 \mathrm{I}}=E_{\mathfrak{g}}\left(f_{\beta}\right), \quad \beta \in \mathrm{g} \tag{2.12}
\end{equation*}
$$

Now we shall introduce two $C^{*}$-algebras suitable for description of dynamics of mean-field theories, and then we shall prove isomorphisms of these algebras.

Definition 2.2: (i) Let $\pi_{G}$ denote the canonical embedding of the simple $C^{*}$-algebra $\mathscr{A}$ into $P_{G} \mathscr{A}^{* *}$ :

$$
\begin{equation*}
\pi_{G}: x(\in \mathscr{A}) \mapsto \pi_{G}(x):=\pi_{u}(x) P_{G} \tag{2.13}
\end{equation*}
$$

Let $\mathscr{C}$ be the $C^{*}$-subalgebra of $P_{G} \mathscr{A}^{* *}$ generated by $\pi_{G}(\mathscr{A})$ and by $\mathscr{N}:=E_{g}(C(E))$. Let us denote by $\mathscr{C}^{J}(J \in \Pi)$ the $C^{*}$ subalgebra of $\mathscr{C}$ generated by $\pi_{G}\left(\mathscr{A}^{J}\right)$ and $\mathscr{N} . \mathscr{C}$ is called the algebra of observables for $\sigma(G)$-mean-field theories, and $\mathscr{N}$ is the algebra of $\sigma(G)$-intensive quantities.
(ii) Let $\mathscr{A} \otimes \mathscr{N}$ be the (unique) $C^{*}$-tensor product; it is isomorphic ${ }^{32}$ to the $C^{*}$-algebra $C\left(\operatorname{supp} E_{9}, \mathscr{A}\right)=C(E, \mathscr{A})$ of $\mathscr{A}$-valued norm-continuous functions $\hat{f}$ on $E$ with the norm $\|\hat{f}\|:=\operatorname{supp}[\|\hat{f}(F)\|: F \in E]$ and with the pointwise algebraic operations.

The algebras $\mathscr{N}$ and $\mathscr{A}$ are naturally embedded into $C(E, \mathscr{A})$ by

$$
\begin{equation*}
E_{\mathrm{g}}(f)(\in \mathscr{N}) \mapsto \hat{f}, \quad \text { with } \hat{f}(F):=f(F) \mathrm{id}_{\cdot \mathscr{r}} \tag{2.14}
\end{equation*}
$$

for all $f \in C(E)$, and

$$
\begin{equation*}
x(\in \mathscr{A}) \mapsto \hat{f}, \quad \text { with } \hat{f}(F):=x \quad(\text { for all } F \in E) \tag{2.15}
\end{equation*}
$$

The assertions of the next two lemmas are taken from Ref. 38, Proposition IV.4.7 and Lemma IV.4.18, resp. Exercise IV.4.2.

Lemma 2.3: Let $\mathscr{A}$ be a unital $C^{*}$-algebra, $\mathscr{N}$ a commutative $C^{*}$-algebra, and let $\tau_{A}: \mathscr{A} \rightarrow \mathscr{C}$ and $\tau_{N}: \mathscr{N} \rightarrow \mathscr{C}$ be homomorphisms into a $C^{*}$-algebra $\mathscr{C}$ with commuting ranges. Then there is a unique homomorphism $\tau$ of the $C^{*}$ tensor product $\mathscr{A} \otimes \mathscr{N}$ into $\mathscr{C}$ such that

$$
\tau(x \otimes z)=\tau_{A}(x) \tau_{N}(z), \quad x \in \mathscr{A}, \quad z \in \mathscr{N}
$$

and the image $\tau(\mathscr{A} \otimes \mathscr{N})$ is the $C^{*}$-subalgebra of $\mathscr{C}$ generated by $\tau_{A}(\mathscr{A})$ and $\tau_{N}(\mathscr{N})$.

Lemma 2.4: Let $\mathscr{C}$ be a unital $C^{*}$-algebra generated by commuting unital $C^{*}$-algebras $\mathscr{A}$ and $\mathscr{N}, \mathscr{N}$ commutative. If $x z=0$ implies $\|x\|\|z\|=0$ for any $x \in \mathscr{A}, z \in \mathscr{N}$, then the homomorphism

$$
\sum_{j} x_{j} \otimes z_{j}(\in \mathscr{A} \otimes \mathscr{N}) \mapsto \sum_{j} x_{j} z_{j} \in \mathscr{C}
$$

can be extended to an isomorphism of $\mathscr{A} \otimes \mathscr{N}$ onto $\mathscr{C}$.
With the notation of Definition 2.2, we then obtain the following proposition.

Proposition 2.5: There is a unique *-isomorphism $E_{\mathrm{g}}$ of $C(E, \mathscr{A})$ onto $\mathscr{C}$ extending the mappings $E_{8}$ of (2.11), and $\pi_{G}$ of (2.13). It can be expressed by the formula

$$
\begin{equation*}
E_{\mathrm{g}}(\hat{f})=: \int \hat{f}(F) E_{\mathrm{g}}(d F), \quad \hat{f} \in C(E, \mathscr{A}) \tag{2.16}
\end{equation*}
$$

Note: The formula (2.16) is used here to define the inte-
gral. It can be defined, however, independently and equivalently by a limit in a weaker-than-norm-topology of a sequence of integrals of step-function approximations to $\hat{f}$ [cf. Proposition 6.3.6 of Ref. 25(a)].

Proof: It suffices to show that for any nonzero $f \in C(E)$, the equality $\pi_{G}(x) E_{g}(f)=0$ implies $x=0$. Let $f(F)>\frac{1}{2} f\left(F_{0}\right)>0$ for all $F \in B_{0} \subset E$, with $F_{0} \in B_{0}$ and $E_{\mathrm{g}}\left(B_{0}\right) \neq 0$. Then

$$
\begin{aligned}
0 & \leqslant \pi_{G}\left(x^{*} x\right)\left(E_{8}(f)-\frac{1}{2} f\left(F_{0}\right)\right) E_{0}\left(B_{0}\right) \\
& =-\frac{1}{2} f\left(F_{0}\right) \pi_{G}\left(x^{*} x\right) E_{9}\left(B_{0}\right),
\end{aligned}
$$

and this implies $\pi_{G}(x) E_{\mathfrak{g}}\left(B_{0}\right)=0$. The mapping $x \mapsto \pi_{G}(x) E_{g}\left(B_{0}\right)(x \in \mathscr{A})$ is a nondegenerate representation of the simple $C^{*}$-algebra $\mathscr{A}$, hence its value is zero only for $x=0$.
Q.E.D.

The isomorphism $E_{\mathrm{g}}$ maps $C\left(E, \mathscr{A}^{J}\right)$ onto $\mathscr{C}^{J}(J \in \Pi)$, endowing the algebra $\mathscr{C}$ of observables with a quasilocal structure (Ref. 28, Definition 2.6.3) coming from that of $\mathscr{A}$. In the case of $\mathscr{C}$, however, the "local algebras" $\mathscr{C}^{J}$ contain also intensive (i.e., "global") observables $\mathscr{N}$. Let $\sigma(G)$ also denote the extensions of the mappings from (2.1) to the corresponding *-automorphism group of $\mathscr{A}^{* *}$. From (2.5) and (2.7) one has $\sigma(G)$ invariance of $P_{G}$ as well as the relation

$$
\begin{equation*}
\sigma(g)\left(X_{\beta \mathrm{II}}\right)=X_{\mathrm{Ad}(\mathrm{~g}) \beta \mathrm{II}}, \quad \beta \in \mathfrak{g}, \quad g \in G . \tag{2.17a}
\end{equation*}
$$

This can be rewritten in the form of the $G$ equivariance of the projection-valued measure $E_{g}$ on Borel sets $B \subset g^{*}$,

$$
\begin{equation*}
\sigma(g)\left(E_{\mathfrak{g}}(B)\right)=E_{\mathrm{g}}\left(\operatorname{Ad}^{*}(g) B\right), \quad g \in G \tag{2.17b}
\end{equation*}
$$

We can see from this that $\mathscr{C}$ and $\mathscr{N}$ are $\sigma(G)$-invariant subalgebras of $\mathscr{A}^{* *}$. Hence we can deal with $\mathscr{N}$ as with a "kinematically independent" subsystem algebra of a classical subsystem of the large quantal system specified by the action $\sigma(G)$ of the chosen group $G$.

## B. The classical subsystem of $\sigma(G)$-intensive quantities

We shall introduce here the canonical structure of Poisson brackets on the algebra $\mathscr{N}$, which is $\mathrm{Ad}^{*}(G)$ invariant. This structure will be used to determine the classical dynamics on $\mathscr{N}$ corresponding to any given differentiable $Q \in C(E)$. Then we shall define a cocycle $g_{Q}$ which will be used to transfer the classical dynamics to an evolution of the large quantal system in Sec. IV. The coordinate free differential calculus on manifolds of Cartan ${ }^{33,44}$ will be used for brevity and clarity of the expression.

Let $[\beta, \chi]$ be the Lie bracket of elements $\beta$ and $\chi$ of the Lie algebra $g$ of the group $G$. The tangent space $T_{F} \mathrm{~g}^{*}$ to the dual $g^{*}$ of $g$ at the point $F \in g^{*}$ will be identified with the linear space $g^{*}$ itself by using the identity mapping on $g^{*}$ as a chart. Then the cotangent space $T_{F}^{*} \mathrm{~g}^{*}$ can be identified with the Lie algebra $\mathfrak{g}=g^{* *}$; we shall also transfer the Lie-bracket structure from $g$ to $T_{F}^{*} \mathrm{~g}^{*}$ by this identification. Let $d_{F} f$ $\in T_{F}^{*} g^{*}=g$ be the value at $F$ of the exterior differential $d f$ of $f \in C^{\infty}\left(g^{*}, \mathbb{R}\right)$. A Poisson structure ${ }^{35}$ on $g^{*}$ is given by the Poisson bracket
$[f, h](F):=-F\left(\left[d_{F} f, d_{F} h\right]\right), \quad F \in g^{*}, \quad f, h \in C^{\infty}\left(g^{*}, \mathbf{R}\right)$.

This bracket $[f, h] \in C^{\infty}\left(g^{*}, \mathbb{R}\right)$ satisfies all the properties of the Poisson bracket on symplectic manifolds ${ }^{44}$ (i.e., bilinear-
ity, antisymmetry, derivation property, and Jacobi identity) except nondegeneracy. It associates a unique Hamiltonian vector field $\lambda_{Q}$ on $g^{*}$ with any $Q \in C^{\infty}\left(g^{*}, \mathbb{R}\right)$ by the formula

$$
\begin{equation*}
d f\left(\lambda_{Q}\right):=[Q, f], \quad f \in C^{\infty}\left(g^{*}, \mathbb{R}\right) \tag{2.19}
\end{equation*}
$$

Let $\varphi$ be a diffeomorphism on $g^{*}$, and let $\varphi^{*}: C\left(g^{*}\right) \rightarrow C\left(g^{*}\right)$ be the "pullback" of $\varphi$, i.e., $\varphi^{*} f:=f \circ \varphi$. Then $\varphi$ is called a Poisson automorphism iff

$$
\varphi^{*}[f, h]=\left[\varphi^{*} f, \varphi^{*} h\right], \quad f, h \in C^{\infty}\left(g^{*}, \mathbb{R}\right)
$$

Any Hamiltonian vector field generates a family of local Poisson automorphisms $\varphi_{t}^{Q}$ determined by classical Hamilton equations

$$
\begin{equation*}
\frac{d}{d t} f_{t}(F)=\left[Q, f_{t}\right](F), \quad F \in g^{*}, \quad t \in r_{F}, \quad f \in C^{\infty}\left(g^{*}\right) \tag{2.20}
\end{equation*}
$$

where $f_{t}:=\varphi_{t}^{Q^{*}} f$, and $r_{F}$ is an open neighborhood of zero on the real axis. The vector field $\lambda_{Q}$ is complete iff $r_{F}=\mathbb{R}$ for all $F \in g^{*}$ iff $\varphi{ }^{Q}$ forms a one-parameter group of Poisson automorphisms: $\varphi_{t+s}^{Q}=\varphi_{t}^{Q_{\circ}} \varphi_{s}^{Q}$ for all $s, t \in \mathbb{R}$. For any compact group $G$ each $\lambda_{Q}$ is complete. In any case we shall choose $Q$ such that $\lambda_{Q}$ will be complete.

The algebra $C(E)$ is generated by restrictions to $E$ of the linear functions $f_{\beta}(\beta \in \mathrm{g})$ from (2.10). The Poisson bracket of such functions is (since $d_{F} f_{\beta}=\beta$ )

$$
\begin{equation*}
\left[f_{\beta}, f_{\chi}\right](F)=-F([\beta, \chi])=-f_{[\beta, \chi]}(F), \quad \beta, \chi \in \mathfrak{g} \tag{2.21}
\end{equation*}
$$

The adjoint action $\operatorname{Ad}(G)$ is a Lie algebra automorphism group ${ }^{45}$ of $\varrho$, i.e., $\operatorname{Ad}(g)(g \in G)$ form a linear representation with

$$
\begin{equation*}
\operatorname{Ad}(g)[\beta, \chi]=[\operatorname{Ad}(g) \beta, \operatorname{Ad}(g) \chi], \quad g \in G, \quad \beta, \chi \in \mathrm{~g} \tag{2.22}
\end{equation*}
$$

This implies that the coadjoint action $\mathrm{Ad}^{*}(G)$ on $\mathfrak{g}^{*}$,

$$
\begin{equation*}
\operatorname{Ad}^{*}(g) F(\beta):=F\left(\operatorname{Ad}\left(g^{-1}\right) \beta\right), \quad \beta \in \mathrm{g}, \quad g \in G \tag{2.23}
\end{equation*}
$$

consists of a group of Poisson automorphisms leaving the orbits

$$
\begin{equation*}
\operatorname{Ad}^{*}(G) F:=\left[\operatorname{Ad}^{*}(g) F: g \in G\right] \subset g^{*} \tag{2.24}
\end{equation*}
$$

invariant. The restriction of the Poisson structure (2.18) to any nondegenerate $\mathrm{Ad}^{*}(G)$ orbit converts this orbit to a symplectic manifold. ${ }^{33,34}$ Any Hamiltonian flow $\varphi^{Q}$ leaves the Ad*-orbits invariant. ${ }^{35}$ Due to the $G$ equivariance (2.17b) of $E_{\mathrm{g}}$, the set $E=\operatorname{supp} E_{\mathrm{g}}$ is also left invariant by any $\varphi^{Q}$. Hence $\varphi^{Q^{*}}$ is an automorphism group of $C(E)$ that determines a unique ${ }^{*}$-automorphism group of $\mathscr{N}$ $=E_{\mathrm{g}}(C(E))$.

Let us now introduce the cocycle $g_{Q}$. The $\varphi \varphi^{Q}$ invariance of any $\mathrm{Ad}^{*}$ orbit implies the existence of a function $g_{Q}$ : $\mathbb{R} \times \mathfrak{g}^{*} \rightarrow G$ such that

$$
\begin{equation*}
\varphi_{t}^{Q}(F)=\operatorname{Ad}^{*}\left(g_{Q}(t, F)\right) F, \quad t \in \mathbb{R}, \quad F \in g^{*} \tag{2.25}
\end{equation*}
$$

.We shall look for differentiable solutions of (2.25) with the "cocycle property" ${ }^{46}$

$$
\begin{equation*}
g_{Q}\left(s, \varphi_{t}^{Q}(F)\right) g_{Q}(t, F)=g_{Q}(s+t, F), \quad g_{Q}(0, F)=e \tag{2.26}
\end{equation*}
$$

for all $s, t \in \mathbb{R}$ and all $F \in g^{*}$, with $e:=$ the identity of $G$. Let

$$
\begin{equation*}
\beta_{F}^{Q}:=\left.\frac{d}{d t}\right|_{t=0} g_{Q}(t, F), \quad F \in g^{*} . \tag{2.27}
\end{equation*}
$$

By differentiation of (2.25) in $t=0$, and with the help of the definition of the $\operatorname{Ad}(G)$-representation as well of the commutator in $g,{ }^{33,45}$ we then obtain

$$
\begin{equation*}
F\left(\left[\beta_{F}^{Q}-d_{F} Q, \chi\right]\right)=0, \quad \text { for all } \chi \in \mathfrak{g}, \quad F \in \mathfrak{g}^{*} . \tag{2.28}
\end{equation*}
$$

This implies that a necessary condition for the validity of (2.25) is the fulfillment of the relation

$$
\begin{equation*}
\beta_{F}^{Q}=d_{F} Q+\beta_{F}^{0}, \quad F \in \mathfrak{g}^{*}, \tag{2.29}
\end{equation*}
$$

where $\beta_{F}^{0} \in \mathfrak{g}_{F}$ is some of the generators of one-parameter subgroups of the stationary subgroup $G_{F} \subset G$ for the point $F$ at $\mathrm{Ad}^{*}$-representation: $\mathrm{Ad}^{*}\left(\exp \left(t \beta_{F}^{0}\right)\right) F=F(t \in \mathbb{R})$, and the dependence $F \mapsto \beta_{F}^{0}$ is differentiable. By differentiation of (2.26) one gets the differential equation on the group manifold for $g_{Q}$ :

$$
\begin{equation*}
\frac{d}{d t} g_{Q}(t, F)=T_{e}\left(R_{g_{Q}(t, F)}\right) \beta_{F_{i}}^{Q}, \quad g_{Q}(0, F)=e, \tag{2.30}
\end{equation*}
$$

for all $F \in g^{*}, t \in \mathbb{R}$; here $F_{t}:=\varphi_{t}^{Q} F, R_{G}$ is the right action of $G$ onto itself: $R_{g}(h):=h g(g, h \in G)$, and $T_{e}(f)$ maps $\mathfrak{g}=T_{e} G$ into $T_{f(e)} G$ for any differentiable mapping $f$ : $G \rightarrow G$ by

$$
\begin{equation*}
T_{e}(f) \beta:=\left.\frac{d}{d t}\right|_{t=0} f(\exp (t \beta)) \tag{2.31}
\end{equation*}
$$

Equation (2.30) is a finite-dimensional ordinary differential equation for $g_{Q}$. The uniqueness of the solution of (2.30), ${ }^{44,47}$ with $\beta{ }_{F}^{Q}$ from (2.29), together with the uniqueness of the solution $\varphi^{Q}$ of (2.20), prove the fulfillment of (2.25) as well as of (2.26) by the solution $g_{Q}$ of (2.30). Let us note that (2.30) can be rewritten [equivalently for faithful $U(G)$ ] with the help of a unitary representation $U(G)$ as a linear (time-dependent Schrödinger) equation for the unitary family $U\left(g_{Q}(t, F)\right)$, cf. the notations (2.2) and (2.4):

$$
\begin{equation*}
i \frac{d}{d t} U\left(g_{Q}(t, F)\right)=X\left(d_{F_{t}} Q+\beta_{F_{i}}^{0}\right) U\left(g_{Q}(t, F)\right) \tag{2.32}
\end{equation*}
$$

with the initial condition $U\left(g_{G}(0, F)\right)=U(e)$. We shall see in the following sections that the thermodynamic limits of the local evolutions by the Hepp-Lieb Hamiltonians correspond to the choice $\beta^{0}=0$.

## C. States and modifications

The algebra of observables $\mathscr{C}$ was defined in Definition 2.2 with the help of the limits (2.7) existing in the subspace of $H_{u}$ determined by the projection $P_{G}$. We can distinguish two disjoint subsets of states on the $C^{*}$-algebra $\mathscr{A}$ : The subset $S_{\mathrm{g}}$ represented by nonzero vectors lying in $P_{G} H_{u}$, and the subset $S_{g}^{\ominus}$ represented by vectors in $H_{u}$ orthogonal to $P_{G} H_{u}$. The restriction to $\mathscr{C} \subset P_{G} \mathscr{A}^{* *}$ of the unique normal extension of $\omega \in S_{\mathrm{g}}$ to a state on $\mathscr{A}^{* *}$ is a canonically defined (and equally denoted) state $\omega \in S(\mathscr{C})$. The same procedure performed with any $\omega \in S_{g}^{\ominus}$ gives the zero function on $\mathscr{C}$ : $\omega\left(P_{G}\right)=0$. Let us denote by $S_{\mathrm{g}}$ also the subset of states on $\mathscr{C}$ obtained from the corresponding states on $\mathscr{A}$ by the above mentioned procedure; the states $\omega \in S_{9} \subset S(\mathscr{C})$ will be called the $\pi_{G}$-normal states on $\mathscr{C}$. ${ }^{28}$ It will be seen in the next section that the thermodynamic limit of an arbitrary polynomial mean-filed dynamics can be "naturally" defined in $\pi_{G}{ }^{-}$
normal states only: The $s^{*}$-topology used in (3.11) and (3.13) is determined by the seminorms (3.5) defined by states $\omega \in S_{\mathfrak{g}}$. Any state $\omega \in S(\mathscr{A})$ can be extended, however, to a state on the $C^{*}$-algebra $\mathscr{C}$, since $\mathscr{A}$ is considered to be a $C^{*}$-subalgebra of $\mathscr{C}$ in a natural manner, cf. Definition 2.2. Although the resulting time evolution $\tau^{Q}$ obtained in Sec. III by a thermodynamic limit is an automorphism group of $\mathscr{C}$, it might look "unnatural" to define by $\omega_{t}(y):=\omega\left(\tau_{t}^{Q}(y)\right)$ the evolution in the states $\omega \in S(\mathscr{C})$ obtained by an extension to $\mathscr{C}$ of those states on $\mathscr{A}$ for which the limits corresponding to (3.11) and (3.13) in the GNS representations do not exist. One of the most disturbing aspects of this unnaturality of the definition of time evolution in "improper states" is the apparent possibility of existence of such states $\omega \in S(\mathscr{C})$, in which the evolution of intensive observables $\omega_{t}\left(E_{9}\left(f_{\beta}\right)\right)$ is not approximated by the nets $\omega_{t}\left(X_{\beta J}\right) \quad(J \in \Pi)$ of time evolved local approximations of $X_{B I}=E_{g}\left(f_{B}\right)$, cf. (2.12) and (2.7). It will be shown here how to overcome this difficulty by a choice of "proper extensions" of states on $\mathscr{A}$ (including those in $S_{g}^{\ominus}$ ) to states on $\mathscr{C}$. We shall restrict our attention to pure states, since the $w^{*}$-limits of them (resp. of convex combinations of them) constitute the sets of all states. First we describe the structure of pure states on $\mathscr{C}$.

Proposition 2.6: Let $\mathscr{C}$ be the $C^{*}$-algebra generated by its $C^{*}$-subalgebras $\mathscr{A}$ and $\mathscr{N}$, let $\mathscr{N}$ be contained in the center of $\mathscr{C}$, and let $\mathscr{C}$ be isomorphic to the $C$ *-tensor product $\mathscr{A} \otimes \mathscr{N}$. Then the state $\omega \in S(\mathscr{C})$ is pure iff
$\omega(x z)=\omega_{\cdot \gamma}(x) \omega_{j}(z), \quad$ for all $x \in \mathscr{A}, \quad z \in \mathscr{N}$,
where the restrictions $\omega_{. \gamma^{\prime}}$ (resp. $\omega_{\mathcal{A}^{\prime}}$ ) of $\omega$ to the subalgebra $\mathscr{A}($ resp. to $\mathscr{N})$ are both pure. If we write $\mathscr{N}=E_{g}(C(E))$ for a Hausdorff compact $E$, cf. Lemma 2.1, then any pure state $\omega_{1}, \in S(\mathscr{N})$ is of the form

$$
\begin{equation*}
\omega_{\cdot}\left(E_{\mathrm{g}}(f)\right)=f\left(F_{\omega}\right), \quad f \in C(E) \tag{2.34}
\end{equation*}
$$

where $F_{\omega} \in E$ is a fixed point determined by the pure $\omega \in S(\mathscr{C})$ uniquely.

Proof: The first assertion is an immediate consequence of Theorem 4.4 and Lemma 4.11 of Ref. 38, Chap. IV. The second assertion is a simple consequence of the Riesz-Markov theorem (cf. Theorem IV. 17 of Ref. 43): The pure states on the commutative $C^{*}$-algebra $C(E)$ are described by the Dirac measures $\delta_{F}: f \mapsto \delta_{F}(f):=f(F), f \in C(E)$, on the compact $E$. This gives (2.34).
Q.E.D.

Identification of $\mathscr{C}$ with $\mathscr{A} \otimes \mathscr{N}$ allows us to rewrite (2.33) in the form $\omega=\omega_{\mathscr{A}} \otimes \omega_{\mathcal{N}}$. Hence to obtain a pure extension $\omega \in S(\mathscr{C})$ of $\omega_{, \gamma} \in S(\mathscr{A})$, one has to choose an arbitrary $F_{\omega} \in E$, and the $\omega$, corresponding to $F_{\omega}$ by (2.34). For $\omega_{. \gamma} \in S_{g}$, there is, however, a unique "physically natural" choice of $\omega_{1}$, given by

$$
\begin{equation*}
\omega_{,}\left(E_{g}\left(f_{\beta}\right)\right):=\lim _{J} \omega_{. o \gamma}\left(X_{\beta J}\right), \quad \beta \in \mathfrak{g} . \tag{2.35}
\end{equation*}
$$

The formulas (2.33) and (2.35) determine the $\pi_{G}$-normal extension of $\omega_{. \alpha}$, since pure states on commutative $C^{*}$-algebras are characters. We intend to define natural extensions of pure states $\omega_{a \gamma} \in S_{g}^{\ominus}$ given formally by (2.33) and (2.35), only by reinterpreting the circuit in (2.35). Before proceeding in this way, let us mention possible modifications of the interpretation of the formalism presented in this paper.

Remark 2.7: The essential tool in the definition of classi-
cal observables $E_{\mathrm{g}}\left(f_{\beta}\right)=X_{\beta \Pi}$ as well as of the algebra $\mathscr{C}$, and of the time evolution $\tau^{Q}$ (cf. Sec. III), is the existence of the limits in (2.6) and (2.7). Those are limits of the nets [ $X_{\beta}: J \in \Pi$ ], where $\Pi$ was taken to be the set of all finite subsets of the countable set $\Pi$ directed by the set inclusion: $J<K$ iff $J \subset K, J, K \in \Pi$. One can obtain a nontrival reinterpretation of the whole formalism by taking $\Pi$ to be a specific directed subset of the naturally ordered set of all finite subsets of $\Pi$. A choice of such a subset $\Pi$ might be connected with some structure by which the set $\Pi$ could be endowed. Let, e.g., the set $\Pi$ be endowed with the structure of the $m$ dimensional lattice $Z^{m}$; then a natural choice of $\Pi$ is the set of cubes in $Z^{m}$ centered at the origin. The limits in (2.6a) then exist for a larger set $S_{8}$ of states $\omega \in S(\mathscr{A})$ than before, if $J$ is taken there from such a conveniently chosen subset II of the set of all finite subsets of $\Pi$; the projection $P_{G}$ in (2.7) would be then larger than before. Let, e.g., $\Pi:=Z$, and let $\Pi:=\left[(-m,-m+1, \ldots, m-2, m-1, m): m \in Z_{+}\right]$; then any product state $\omega:=\otimes_{p \in Z} \omega_{p}$ on $\mathscr{A}\left[\omega_{p} \in S_{*}\left(\mathscr{L}\left(H_{p}\right)\right)\right]$ with $\omega_{p+k}=\omega_{p}$ for all $p \in Z$ (here $H_{p+k}$ is naturally identified with $H_{p}$ via the unitary mapping $u_{p} u_{p+k}^{-1}$ ) belongs to the (newly defined) set $S_{\mathrm{g}}$; hence it is represented by a vector in $P_{G} H_{u}$ (with the new $P_{G}$ ). Such periodic states with minimal period $k$ larger than 1 did not belong to $S_{\mathrm{g}}$ in the previous case of the limits (2.6) taken for the next $X_{\beta J}$ indexed by all finite subsets $J$ of $\Pi$. All the general formalism and results of this paper remain unchanged after a redefinition of the set $\Pi$ (and the corresponding redefinitions of the limits of the nets with indices $J \in \Pi$ ) in the above mentioned sense. The only important change will be an increase of the projection $P_{G}$ from (2.7); hence an enlarged domain of applicability of $\tau^{Q}$ in a physically natural way.

Remark 2.8: Let us mention another possible reinterpretation of limits of the nets indexed by $J \in \Pi$ that could further enlarge the projection $P_{G} \in Z$. Let $\mathscr{I}$ be an arbitrary directed set and let $J: \mathscr{I} \rightarrow \Pi$ be such a mapping that to any $K \in \Pi$ there is an $i_{K} \in \mathscr{I}$ such that $i>i_{K}$ implies $J(i) \supset K$. Then the net [ $X_{\beta J(i)}: i \in \mathscr{F}$ ] is a subnet of the net [ $X_{\beta J}: J \in \Pi$ ]. One could require then only the existence of the limits
instead of (2.6b), and define $P_{G}$ as the least upper bound in $\mathscr{2}$ of all the projections $P$ in (2.36). This kind of limit can be used also in Sec. III in taking the thermodynamic limit of $\tau_{t}^{J(i)}$ defining the evolution $\tau^{Q}$.

We shall now proceed to definitions of physically natural extensions of arbitrary pure states $\omega_{\mathscr{A}} \in S(\mathscr{A})$ to states on $\mathscr{C}$.

Proposition 2.9: There is a subnet [ $X_{\beta J(i)}: i \in \mathscr{F}, \beta \in g$ ] [ $\mathscr{I}$ is a directed set and $J: i(\in \mathscr{F}) \mapsto J(i)$ is as in Remark 2.8] of the net [ $X_{\beta J}: J \in \Pi, \beta \in \mathrm{~g}$ ] such that the formula

$$
\begin{equation*}
\omega_{, ~}\left(E_{\mathrm{g}}\left(f_{\beta}\right)\right):=\lim _{i \in\{ } \omega_{\cdot \alpha}\left(X_{\beta J(i)}\right), \quad \beta \in \mathfrak{g}, \tag{2.37}
\end{equation*}
$$

determines a unique pure state $\omega_{\mathscr{N}}$ on $\mathscr{N}:=E_{8}(C(E))$, for an arbitrary pure state $\omega_{\mathscr{L}}$ on $\mathscr{A}$. The pure state $\omega \in S(\mathscr{C})$ determined from these $\omega_{\mathscr{G}}$ and the corresponding $\omega_{\mathscr{N}}$ by (2.33) satisfies the relation

$$
\begin{equation*}
\omega_{\mathscr{r}}\left(E_{\mathfrak{g}}\left(\varphi_{t}^{Q^{*}} f_{\beta}\right)\right)=\lim _{i \in \mathscr{I}} \omega\left(\tau_{t}^{Q}\left(X_{\beta J(i)}\right)\right), \quad \beta \in g \quad t \in \mathbb{R} ; \tag{2.38}
\end{equation*}
$$

here $\varphi^{Q}$ is determined in (2.20), and $\tau_{t}^{Q} \in *$-aut $\mathscr{C}$ is determined by (4.2) and (4.6) [in the present case $\hat{f}(F)$ $:=X_{\beta J(i)}$ for all $\left.F \in E\right]$.

Proof: For any fixed $\beta \in \mathfrak{g}$, the net [ $X_{\beta J}: J \in \Pi$ ] is a uniformly bounded net in $\mathscr{A}^{* *}$ (by the canonical inclusion of $\mathscr{A}$ into $\mathscr{A}^{* *}$ ). Since closed balls in $\mathscr{A}^{* *}$ are compact in the $\sigma$-weak topology [i.e., in $\sigma\left(\mathscr{A}^{* *}, \mathscr{A}^{*}\right)$ topology] by the Banach-Alaoglu theorem (cf. Theorem IV. 2 of Ref. 43), and the association $\beta \mapsto X_{\beta J}$ is linear, there is a subnet [ $\left.X_{\beta J(i)}: i \in \mathscr{I}, \beta \in g\right]$ of $\left[X_{\beta J}\right.$ ] convergent in $w^{*}$-topology of $\mathscr{A}^{* *}$,

$$
\begin{equation*}
\underset{i \in \mathscr{I}}{w_{\beta J}^{*}-\lim } X_{\beta J}=: X_{\beta \sigma} \in \mathscr{Z} \tag{2.39}
\end{equation*}
$$

The belonging of the limits $X_{\beta \mathscr{}}$ to the center $\mathscr{Z}$ of $\mathscr{A}^{* *}$ follows as in (2.6b). Since $\omega_{. \gamma}$ is pure, the right-hand side of (2.37) determines a unique element $F_{\omega} \in G^{*}$ which in turn determines the pure state $\omega_{n}$ :

$$
\begin{equation*}
\omega_{\cdot}\left(E_{g}\left(f_{\beta}\right)\right):=F_{\omega}(\beta):=\omega_{\alpha \gamma}\left(X_{\beta \sigma}\right), \quad \beta \in \mathrm{g} \tag{2.40}
\end{equation*}
$$

Let us calculate the right-hand side of (2.38) for $\omega$ given by (2.33). The pure state $\omega \in S(\mathscr{C})=S(C(E, \mathscr{A}))$ is concentrated on the one-point subset $F_{\omega} \in E$ in the sense that for any $\hat{f} \in C(E, \mathscr{A})$ one has

$$
\begin{equation*}
\omega\left(E_{\mathrm{g}}(\hat{f})\right)=\omega_{\mathscr{A}}\left(\hat{f}\left(F_{\omega}\right)\right), \quad \hat{f} \in C(E, \mathscr{A}) \tag{2.41}
\end{equation*}
$$

Applying this to $\hat{f}(F):=\sigma\left(g_{Q}^{-1}(t, F)\right)\left(X_{\beta J(i)}\right)$ obtained from (4.2), and by the use of (2.5), (2.37), (2.40), and (2.25), one gets

$$
\begin{align*}
\lim _{i \in \mathscr{G}} \omega\left(\tau_{t}^{Q}\left(X_{\beta J(i)}\right)\right) & =\lim _{i \in \mathscr{G}} \omega_{\mathscr{\prime}}\left(\sigma\left(g_{Q}^{-1}\left(t, F_{\omega}\right)\right)\left(X_{\beta J(i)}\right)\right) \\
& =\lim _{i G} \omega_{\mathscr{A}}\left(X_{J(i)}\left(\operatorname{Ad}\left(g_{Q}^{-1}\left(t, F_{\omega}\right)\right) \beta\right)\right) \\
& =F_{\omega}\left(\operatorname{Ad}\left(g_{Q}^{-1}\left(t, F_{\omega}\right)\right) \beta\right) \\
& =\operatorname{Ad}^{*}\left(g_{Q}\left(t, F_{\omega}\right)\right) F_{\omega}(\beta) \\
& =\varphi_{i}^{Q} F_{\omega}(\beta)=\omega_{\mathcal{N}}\left(E_{\mathrm{g}}\left(\varphi_{t}^{Q^{*}} f_{\beta}\right)\right) \tag{2.42}
\end{align*}
$$

since $\omega_{1} \in S(C(E))$ is given by the Dirac measure on $E$ concentrated on $F_{\omega}$. Hence (2.38) is proved.
Q.E.D.

One can show that the net [ $X_{\beta J}: J \in I, \beta \in g$ ] has more than one $w^{*}$-cluster point in $\mathscr{A}^{* *}$ [resp. in $\mathscr{L}\left(\mathrm{g}, \mathscr{A}^{* *}\right)$-to be more precise] for any of the specific choices of $\Pi$ mentioned in Remark 2.7. This means that the choice of the subnet [ $X_{\beta J(i)}: i \in \mathscr{G}, \beta \in g$ ] in the last proposition is nonunique, and there the described physically natural extension $\omega \in S(\mathscr{C})$ of $\omega_{. \mathscr{O}}$ is nonunique as well. If we consider infinite systems obtained by thermodynamic limits as mere convenient approximations to large but finite physical systems, then the above mentioned ambiguity can be interpreted as a consequence of ambiguity in these kind of approximations.

## III. THE THERMODYNAMIC LIMIT OF LOCAL EVOLUTIONS

Let $\left[\beta_{j}: j=1,2, \ldots, \operatorname{dim} G\right.$ ] be a fixed basis of $g$, and a polynomial $Q \in C\left(\mathfrak{g}^{*}, \mathbb{R}\right)$ in the variables $F_{j}:=F\left(\beta_{j}\right)$ be given. Let

$$
\begin{align*}
X_{j}^{K}:=|K| X_{j K}:= & \sum_{p \in K} \pi_{p}\left(X_{\beta_{j}}\right) \\
& j=1,2, \ldots, n:=\operatorname{dim} G, \quad K \in I I . \tag{3.1}
\end{align*}
$$

Assume that an ordering of the multiplication of variables $F_{j}$ in the polynomial $Q\left(F_{1}, F_{2}, \ldots, F_{n}\right):=Q(F)$ is prescribed in such a way that the elements $Q^{K} \in \mathscr{A}$,

$$
\begin{equation*}
Q^{K}:=|K| Q\left(X_{1 K}, X_{2 K}, \ldots, X_{n K}\right), \quad K \in \Pi \tag{3.2}
\end{equation*}
$$

obtained by the substitution of $X_{j K}$ for $F_{j}$ in $Q(F)$, are all selfadjoint: $Q^{K^{*}}=Q^{K}$. We define the one-parameter groups $\tau^{K}$ $C^{*}$-aut $\mathscr{A}$ of local time evolutions by
$\tau_{t}^{K}(x):=\exp \left(i t Q^{K}\right) x \exp \left(-i t Q^{K}\right), \quad x \in \mathscr{A}, \quad t \in \mathrm{R}$
for any finite $K \in \Pi$. We are interested in a proof of the existence of suitably defined (thermodynamic) limits
$\tau_{I}^{Q}(x):=$ (some topology) $-\lim _{K} \tau_{i}^{K}(x), \quad x \in \mathscr{A}$,
for $K \rightarrow \Pi$, with a general polynomial $Q$. A necessary prerequisite for the existence of $\tau^{Q}$ for any $Q$ is the existence of the limits of $X_{\beta K}$ ( $\beta \in \mathrm{g}$ ). We have seen, however, in Sec. II A that $X_{\beta K}$ cannot have a limit in $\mathscr{A}$, and weak limits for all the $X_{B K}$ 's in the algebra $\mathscr{A}^{* *}$ exist only in the strong topology generated by the states $\omega \in S_{\mathrm{g}} \subset S_{*}\left(\mathscr{A}^{* *}\right)$ : $=$ the set of normal states on $\mathscr{A}^{* *}$, for which the central covers $c\left(\pi_{\omega}\right)$ are majorized by $P_{G} \in \mathscr{Z}$, cf. (2.7). This topology (called here also the $s^{*}$-topology ${ }^{32}$ ) is determined by the family of seminorms $p_{\omega}$ and $p_{\omega}^{*}$ on $\mathscr{A}^{* *}, \omega \in S_{g}:=P_{g} S_{*}\left(\mathscr{A}^{* *}\right)$,

$$
\begin{equation*}
p_{\omega}(x):=\sqrt{\omega\left(x^{*} x\right)}, \quad p_{\omega}^{*}(x):=\sqrt{\omega\left(x x^{*}\right)}, \quad x \in \mathscr{A}^{* *} . \tag{3.5}
\end{equation*}
$$

It is clear that on the subset of self-adjoint elements of $\mathscr{A}^{* *}$ the $s^{*}$-topology coincides with the $s$-topology determined by the seminorms $p_{\omega}$ only. These topologies are Hausdorff on the subalgebra $P_{G} \mathscr{A}^{* *}=\pi_{G}(\mathscr{A})^{\prime \prime}$, and we shall work in the framework of this von Neumann subalgebra of $\mathscr{A}^{* *}$ identifying $\mathscr{A}$ with $\pi_{G}(\mathscr{A})$, cf. Definition 2.2.

Notation 3.1: Let $\left[\beta_{j}: j=1,2, \ldots, n:=\operatorname{dim} G\right]$ be a fixed basis of g , and let $c_{j k}^{m}$ be the structure constants of g :

$$
\begin{equation*}
\left[\beta_{j}, \beta_{k}\right]=c_{j k}^{m} \beta_{m} \tag{3.6}
\end{equation*}
$$

Let $X(\beta):=X_{\beta} \quad(\beta \in g)$ with the norm $\|X(\beta)\|$ from $\mathscr{L}(H)$. Let the polynomial $Q$ be written in the form of linear combination of $p$ monomials of the maximal degree $q$ with the upper bound $M \geqslant 1$ of the absolute values of the coefficients. Let us denote
(i) $b:=\max \left[1+\left\|\mathbf{X}\left(\beta_{j}\right)\right\|: j=1,2, \ldots, n\right]$;
(ii) $c:=\max \left[\left|c_{j k}^{m}\right|: j, k, m=1,2, \ldots, n\right]$;
(iii) $a_{K}:=\max [n c, 2|K| b], K \in \Pi$;
(iv) $b(x):=\max [b,\|x\|], x \in \mathscr{A}$;
(v) $B^{K}:=\mathscr{A}^{K} \cup\left[X_{\beta L}: \beta \in \mathrm{g}, L \in \Pi\right]$.

We shall also use for multiple commutators in $\mathscr{A}$,

$$
\begin{align*}
& {[y, x]^{(m+1)}:=[y,[y, x]]^{(m)}}  \tag{3.7}\\
& {[y, x]^{(0)}:=x, \quad[y, x]:=y x-x y}
\end{align*}
$$

For the generators $X_{j}^{K}$ we then have the relation,
$\left[X_{j}^{K}, X_{k}^{K}\right]=i c_{j k}^{m} X_{m}^{K}, \quad K \in \Pi, \quad j, k,(m)=1,2, \ldots, n$.
By multiple use of this formula, and by recursive calcula-
tions of degrees and numbers of monomials in variables $X_{j}^{K}$, and variables $\left[X_{j_{1}}^{J},\left[X_{j_{2}}^{J}, \ldots,\left[X_{j_{2}}^{J}, x\right] \cdots\right]\right]\left(x \in \mathscr{A}^{J}\right)$ and $\left[X_{j,}^{K},\left[X_{j_{2}}^{K}, \ldots,\left[X_{j_{r}}^{K}, X_{k L}\right] \cdots\right]\right]_{(L \in I I)}$ occurring in the multiple commutator [ $\left.Q^{K}, x\right]^{(m)}$, one obtains from elementary properties of the norm [cf. Lemma 6.2.4 in Ref. 25(a)] the following lemma.

Lemma 3.2: Let $J \in \Pi, x \in B^{J}, K \in \Pi$, and let $m$ be any positive integer. Then the following estimate is valid:

$$
\begin{equation*}
\left\|\left[Q^{K}, x\right]^{(m)}\right\|<[b(x) / q](m-1)!\left(M p q^{2} b^{q-1} a_{J}\right)^{m} \tag{3.9}
\end{equation*}
$$

where Notation 3.1 was used.
Now we can prove existence of the limits in (3.4) for small $t$ depending on the choice of $x \in \mathscr{A}$.

Lemma 3.3: Let $r_{K}:=\left(M p q^{2} b^{q} a_{K}\right)^{-1}(K \in \Pi)$, and let $|t| \leqslant r_{J}, x \in B^{J}$ for any fixed $j \in \Pi$.
(i) The sum

$$
\begin{equation*}
\tau_{t}^{K}(x)=\sum_{m=0}^{\infty} \frac{(i t)^{m}}{m!}\left[Q^{K}, x\right]^{(m)} \tag{3.10}
\end{equation*}
$$

is convergent in norm in $\mathscr{A}$, and the convergence is uniform on the Cartesian product of the sets $[K: K \in \Pi],\left[t:|t| \leqslant r_{J}\right]$, and $\left[x \in B^{J}:\|x\| \leqslant a\right]$ with any $a \in \mathbb{R}_{+}$.
(ii) The following limit exists in $P_{G} \mathscr{A}^{* *}$ :

$$
\begin{equation*}
\tau_{t}^{Q}(x):=s^{*}-\lim _{K} \tau_{t}^{K}(x) \tag{3.11}
\end{equation*}
$$

Proof: (i) is a consequence of the estimate (3.9) which is independent of $K \in \Pi$ and the corresponding majorizing power series is uniformly convergent on the Cartesian product of the three sets as stated in the assertion.

The uniform boundedness in $K \in \Pi$ of the multiple commutators in the right-hand side of (3.10) together with (2.7) and (3.1) imply the existence of

$$
s^{*}-\lim _{K}\left[Q^{K}, x\right]^{(m)} \in P_{G} \mathscr{A}^{* *}
$$

This fact combined with assertion (i) leads to (ii). Q.E.D.
Proposition 3.4: The restriction to $\mathscr{A}^{J}$ of the mappings $\tau_{t}^{Q}$ from (3.11) for real $t,|t| \leqslant r_{J}$, are *-homomorphisms of $\mathscr{A}^{J}$ into $\mathscr{C}^{J}$ [cf. Definition 2.2(i)].

Proof: The mappings $\tau_{t}^{K}$ are inner automorphisms of $\mathscr{A}$, and their canonical extensions to $\mathscr{A}^{* *}$ leave elements of $\mathscr{P}$ (hence also $P_{G}$ ) invariant, so that $\tau_{t}^{K}$ can be considered as inner automorphisms of $P_{G} \mathscr{I}^{* *}$. The properties of the $s^{*}$ convergence ${ }^{32,38,39}$ imply then that $\tau_{t}^{Q}$ are ${ }^{*}$-homomorphisms of $\mathscr{A}^{J}=\pi_{G}\left(\mathscr{A}^{J}\right)$ into $P_{G} \mathscr{A}^{* *}$. Each multiple commutator $\left[Q^{K}, x\right]^{(m)}\left(x \in \mathscr{A}^{J}, K \supset J\right)$ is a polynomial in the variables $X_{\beta K}$, and in some of the variables of the form $\left[X_{j,}^{J},\left[X_{j_{2}}^{J}, \cdots,\left[X_{j_{s}}^{J}, x\right] \cdots\right]\right] \in \mathscr{A}^{J}$ which are independent of $K$. The strong limits of $X_{B K}$ are elements of $\mathscr{N}, \mathrm{cf}$. (2.7) and Definition 2.2 (i). Hence the sums of the norm-convergent series
$\tau_{t}^{Q}(x)=\sum_{m=0}^{\infty} \frac{(i t)^{m}}{m!} s^{*}-\lim _{K}\left[Q^{K}, x\right]^{(m)}, \quad x \in \mathscr{A}^{J}$,
are elements of $\mathscr{C}^{J}$.
Q.E.D.

Proposition 3.5: Let $|t| \leqslant r_{1}\left(:=r_{J}\right.$ with $\left.|J|=1\right), t \in \mathbf{R}$. The limits

$$
\begin{equation*}
\tau_{t}^{Q}\left(E_{\mathrm{g}}\left(f_{\beta}\right)\right):=s^{*}-\lim _{L} \tau_{t}^{Q}\left(X_{\beta L}\right), \quad \beta \in g \tag{3.13}
\end{equation*}
$$

exist in $\mathscr{N}$ and have a unique extension to the *-automorphism group $\tau^{Q}$ of $\mathscr{N}$ given by the formula

$$
\begin{equation*}
\tau_{t}^{Q}\left(E_{g}(f)\right)=E_{g}\left(\varphi_{t}^{Q^{*}} f\right), \quad f \in C(E) \tag{3.14}
\end{equation*}
$$

where $\varphi^{Q}$ is the Hamiltonian flow on $\mathrm{g}^{*}$ generated by the Hamiltonian function $Q . \tau^{Q}$ is strongly continuous on $\mathscr{N}$.

Proof: Let us calculate the right-hand side of (3.13) explicitly. Let [ $Q, f$ ] be the Poisson bracket on $g^{*}(2.18)$, and let

$$
[Q, f]^{(m+1)}:=\left[Q,[Q, f]^{(m)}\right], \quad[Q, f]^{(0)}:=f
$$

First, we intend to prove the equality

$$
\begin{equation*}
i^{m} s^{*}-\lim _{L} s^{*}-\lim _{K}\left[Q^{K}, X_{\beta L}\right]^{(m)}=E_{\mathfrak{g}}\left(\left[Q, f_{\beta}\right]^{(m)}\right) \tag{3.15}
\end{equation*}
$$

for all $m \in Z_{+}, \beta \in g$. Using the Lie algebra representation property (with $L \subset K$ ),

$$
\begin{equation*}
\left[X_{\beta}^{K}, X_{\chi L}\right]=i X_{[\beta, \chi] L}, \quad \beta, \chi \in \mathfrak{g} \tag{3.16}
\end{equation*}
$$

and the relation (2.21) as well as (2.7) and (2.9), we obtain

$$
\begin{equation*}
s^{*}-\lim _{L} s^{*}-\lim _{K} i\left[X_{\beta}^{K}, X_{\chi L}\right]=E_{\mathrm{g}}\left(\left[f_{\beta}, f_{\chi}\right]\right), \quad \beta, \chi \in \mathrm{g} . \tag{3.17}
\end{equation*}
$$

Since $Q$ is a polynomial in $f_{\beta}$ ( $\beta \in \mathrm{g}$ ), one obtains (3.15) with a help of the algebraic properties (i.e., bilinearity, antisymmetry, derivation property, and fulfillment of the Jacobi identity) of both the commutators and the Poisson brackets as well as due to the morphism properties of the mapping $E_{0}$ from (2.11). Then the norm convergence in (3.10), the properties of the $s^{*}$-convergence, the equality (3.15), and the norm continuity of the mapping $E_{0}$ give, for small $t \in \mathbb{R}$,

$$
\begin{align*}
\tau_{t}^{\mathcal{Q}}\left(E_{\mathfrak{g}}\left(f_{\beta}\right)\right) & =\sum_{m=0}^{\infty} \frac{t^{m}}{m!} E_{\mathfrak{g}}\left(\left[Q, f_{\beta}\right]^{(m)}\right) \\
& =E_{\mathfrak{g}}\left(\sum_{m=0}^{\infty} \frac{t^{m}}{m!}\left[Q, f_{\beta}\right]^{(m)}\right)=E_{\mathfrak{g}}\left(f_{\beta t}\right) \tag{3.18}
\end{align*}
$$

where

$$
\begin{equation*}
f_{\beta t}(F):=\sum_{m=0}^{\infty} \frac{t^{m}}{m!}\left[Q, f_{\beta}\right]^{(m)}(F) \tag{3.19}
\end{equation*}
$$

It is easily seen that $f_{\beta t}$ satisfies (2.20), hence $f_{\beta t}=\varphi_{t}^{\ell_{*}} f_{\beta}$. The morphism and continuity properties of the mappings $\varphi_{t}^{Q_{*}^{*}}$ and $E_{\mathrm{g}}$ on $C(E)$ generated by $f_{\beta}(\beta \in \mathrm{g})$ imply the extension of (3.18) to (3.14) for short times $t$. The group property of $\varphi^{Q *} C^{*}$-aut $C(E)$ together with the fact that $E_{\mathrm{g}}$ : $C(E) \rightarrow \mathscr{N}$ is an isomorphism, prove that there is a unique one-parameter group $\tau^{Q}$ such that (3.14) is valid for all $t \in \mathbb{R}$. The strong continuity of $\tau^{\varrho}$ on $\mathscr{N}$ is a consequence of the uniform continuity on compacts of the flow $\varphi^{Q, 446,47}$ since $E=\operatorname{supp} E_{\mathrm{g}}$ is compact.
Q.E.D.

The proposition gives a natural extension of the family of mappings $\tau_{t}^{Q}: \mathscr{A}^{J} \rightarrow \mathscr{C}^{J}$ of Proposition 3.4 to an evolution group of the algebra $\mathscr{N}$ of classical observables. Further extension of $\tau^{Q}$ leads to the following theorem, which is the main result of this section.

Theorem 3.6: There is a unique $C^{*}$-automorphism group $\tau^{Q}=\left[\tau_{t}^{Q}: t \in \mathbb{R}\right]$ of $\mathscr{C}$ extending the mappings $\tau_{t}^{Q}$ of

Proposition 3.4 as well as of Proposition 3.5. The group $\tau^{Q}$ is strongly continuous on $\mathscr{C}$, and the restrictions of $\tau^{Q}$ to $\mathscr{C}^{J}(J \in \Pi)$ are one-parameter automorphism groups of the $C^{*}$-subalgebras $\mathscr{C}^{J}$ of $\mathscr{C}$.

Proof: Let us choose any $J \in \Pi$, and let $|t| \leqslant r_{J}$ for a given $t \in \mathbb{R}$. Then we can apply Lemma 2.3 with $\mathscr{A}$ replaced by $\mathscr{A}^{J}, \tau_{A}$ replaced by $\tau_{t}^{Q}$ of Proposition 3.4, and $\tau_{N}$ substituted by $\tau_{t}^{\mathcal{Q}}$ of Proposition 3.5. By a simultaneous use of the structure of $\mathscr{C}^{J}$ according to definition 2.2 as well as of the mapping from Lemma 2.4, we obtain a unique homomorphism $\tau_{t}^{Q}: \mathscr{C}^{J} \rightarrow \mathscr{C}^{J}$ extending those of Propositions 3.4 and 3.5 . We shall now prove the group property of these *-homomorphisms $\tau_{t}^{Q}$ of $\mathscr{C}^{J}$ for small real $t$ (invertibility of $\tau_{t}^{Q}$ will then also be proved in this way), i.e.,

$$
\begin{equation*}
\tau_{t_{1}+t_{2}}^{Q}(y)=\tau_{t_{1}}^{Q}\left(\tau_{t_{2}}^{Q}(y)\right\rangle, \quad y \in \mathscr{C}^{J}, \quad \max \left(\left|t_{1}\right|,\left|t_{2}\right|\right)<\frac{1}{2} r_{J} . \tag{3.20}
\end{equation*}
$$

Due to the structure of $\mathscr{C}^{J}$, it is sufficient to prove (3.20) for the elements of the form $y=x z, x \in \mathscr{A}^{J}, z \in \mathscr{N}$. But $\tau_{t}^{Q}(x z)=\tau_{t}^{Q}(x) \tau_{t}^{Q}(z)$, and the restriction of $\tau^{Q}$ to $\mathscr{N}$ satisfies (3.20). Hence it is sufficient to prove (3.20) for $y=x \in \mathscr{A}^{J}$.

We shall first prove the equality

$$
\begin{equation*}
\tau_{t_{1}}^{Q}\left(s^{*}-\lim _{K} \tau_{t_{2}}^{K}(x)\right)=s^{*}-\lim _{K} \tau_{t_{1}}^{Q}\left(\tau_{t_{2}}^{K}(x)\right) \tag{3.21}
\end{equation*}
$$

(Remember that we have not proved the $s^{*}-s^{*}$-continuity of the morphism $\tau_{t}^{Q}: \mathscr{C}^{J} \rightarrow \mathscr{C}^{J}$.) By considering that $Q$ is a polynomial, that the product in $P_{G} \mathscr{A}^{* *}$ is $s^{*}$-continuous on bounded sets, and by repeated use of (2.7), (3.13), (3.14), as well as of the morphism property of $\tau_{t_{1}}^{\ell}$, one obtains

$$
\begin{equation*}
\tau_{t_{1}}^{Q}\left(s^{*}-\lim _{K}\left[Q^{K}, x\right]^{(m)}\right)=s^{*}-\lim _{K} \tau_{t_{1}}^{Q}\left(\left[Q^{K}, x\right]^{(m)}\right) \tag{3.22}
\end{equation*}
$$

The equality (3.21) is obtained from (3.22) by the uniform norm convergence in (3.10) as well as by the norm continuity of $\tau_{t_{1}}^{Q}$.

Since $\tau_{t_{2}}^{K}(x) \in B^{J}$ for all $x \in \mathscr{A}^{J}$ and all $K \in I I$, we can apply Lemma 3.3 to obtain

$$
\begin{align*}
s^{*}-\lim _{K} & \tau_{t_{1}}^{Q}\left(\tau_{t_{2}}^{K}(x)\right) \\
= & s^{*}-\lim _{K} s^{*}-\lim _{L} \tau_{t_{1}}^{L}\left(\tau_{t_{2}}^{K}(x)\right) \\
= & s^{*}-\lim _{K} s^{*}-\lim _{L} \sum_{k, m=0}^{\infty} \frac{\left(i t_{1}\right)^{k}}{k!} \frac{\left(i t_{2}\right)^{m}}{m!} \\
& \times\left[Q^{L},\left[Q^{K}, x\right]^{(m)}\right]^{(k)} \tag{3.23}
\end{align*}
$$

The estimate of the form (3.9) with $m$ replaced by $m+k$ on the right-hand side can be proved for the multiple commutators in (3.23) in the same way as in Lemma 3.2. Hence the sum in (3.23) converges in norm uniformly in $L, K \in \Pi$. Considering again the specific structure of $Q^{L}$ and $Q^{K}$ and the $s^{*}$-continuity of the algebraic product on bounded sets, we can set $L=K$ in (3.23) and obtain

$$
\begin{align*}
\tau_{t_{1}}^{Q}\left(\tau_{t_{2}}^{Q}(x)\right) & =s^{*}-\lim _{K} \tau_{t_{1}}^{Q}\left(\tau_{t_{2}}^{K}(x)\right) \\
& =s^{*}-\lim _{K} \sum_{k, m=0}^{\infty} \frac{\left(i t_{1}\right)^{k}}{k!} \frac{\left(i t_{2}\right)^{m}}{m!}\left[Q^{K}, x\right]^{(m+k)} \\
& =s^{*}-\lim _{K} \sum_{k=0}^{\infty} \frac{\left(t_{1}+t_{2}\right)^{k}}{k!}\left[i Q^{K}, x\right]^{(k)} \\
& =\tau_{t_{1}+t_{2}}^{Q}(x) \tag{3.24}
\end{align*}
$$

where the last equality is valid according to Lemma 3.3. This proves the group property (3.20) for small $t \in \mathbf{R}$, hence, since such $\tau_{t}^{Q}$ are defined on the whole $\mathscr{C}^{J}$, $\tau_{t}^{Q}$ can be uniquely extended to an automorphism group $\tau^{Q} \subset^{*}$-aut $\mathscr{C}^{J}$ for any $J \in \Pi$, and these in turn have a unique extension to $\tau^{Q} C^{*}$-aut $\mathscr{C}$ due to norm continuity of any $\tau_{I}^{Q}$ (determined now on the union of all $\mathscr{C}^{J}, J \in \Pi$, for any fixed $\left.t \in \mathbb{R}\right)$.

The strong continuity of the group $\tau^{Q}$ means

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|\tau_{1}^{Q}(y)-y\right\|=0, \quad \text { for all } y \in \mathscr{C} . \tag{3.25}
\end{equation*}
$$

For $y \in \mathscr{A}^{J}$ ( $J \in \Pi$ ) the validity of (3.25) follows from the uniform convergence in (3.12), and this together with norm continuity of any morphism $\tau_{t}^{Q}$ implies (3.25) for all $y \in \mathscr{A}$. The strong continuity of the restriction of $\tau^{\ell}$ to $\mathscr{N}$ was proved in Proposition 3.5, and the continuity (3.25) for general elements $y \in \mathscr{C}$ can be obtained easily from that for $y=x z, x \in \mathscr{A}, z \in \mathscr{N}$.
Q.E.D.

Let us calculate the infinitesimal generator of $\tau^{Q} \subset^{*}$-aut $\mathscr{C},{ }^{48}$ i.e., the derivation ${ }^{28,39} \delta_{Q}$ of $\tau^{Q}$,

$$
\begin{equation*}
\delta_{Q}(y):=n-\lim _{t \rightarrow 0} \frac{1}{t}\left(\tau_{t}^{Q}(y)-y\right), \quad y \in D\left(\delta_{Q}\right), \tag{3.26}
\end{equation*}
$$

where $D\left(\delta_{Q}\right)$ is the domain of $\delta_{Q}$, and the limit is taken in the norm of $\mathscr{C}$, cf. Ref. 28, Consequence 3.1.8. The explicit form of $\delta_{Q}$ obtained in the next proposition will enable us to prove in Sec. IV an explicit expression for the time-evolved element $\tau_{i}^{\mathcal{Q}}(\boldsymbol{y})$ for an arbitrary $\boldsymbol{y} \in \mathscr{C}$.

Proposition 3.7: Let $\delta_{Q}$ be the infinitesimal generator of $\tau^{Q}$, and let $y \in D\left(\delta_{Q}\right)$ be of the form $y=E_{\mathrm{a}}(f)$ for some $\hat{f} \in C\left(E, \mathscr{A}^{J}\right), J \in \Pi I$. Then the element $\delta_{Q}(y) \in \mathscr{C}$ is expressed by the formula

$$
\begin{align*}
\delta_{Q}\left(E_{\mathfrak{g}}(\hat{f})\right)= & \int\left(i\left[X^{J}\left(d_{F} Q\right), \hat{f}(F)\right]\right. \\
& \left.+\sum_{j=1}^{n} \delta_{j} \hat{f}(F)\left[Q, F_{j}\right](F)\right) E_{\mathfrak{Q}}(d F), \tag{3.27}
\end{align*}
$$

where the first square bracket is the commutator in $\mathscr{A}^{J}$, the symbol $\left[Q, F_{j}\right](F)$ denotes the Poisson bracket of the functions $Q$ and $F_{j}: F \rightarrow F\left(\beta_{j}\right)$ on $g^{*}$ in the point $F \in \mathrm{~g}^{*}$, and $\delta_{j} \hat{f}(F)$ is the value of the partial derivative of $\hat{f}$ with respect to the component $F_{j}$ of $F$ in the point $F$.

Proof: The formula (3.12) is valid for all $x \in B^{J}$; by its differentiation at $t=0$ one obtains

$$
\begin{equation*}
\delta_{Q}(x)=s^{*}-\lim _{K}\left[i Q^{K}, x\right], \quad x \in B^{J}, \quad J \in \Pi . \tag{3.28}
\end{equation*}
$$

The derivation property of the commutator, the polynomial form of $Q$ as well as the formulas (2.7) and (2.12), lead for $x \in \mathscr{A}^{J}$ to

$$
\begin{align*}
\delta_{Q}(x) & =i \sum_{j=1}^{n} E_{g}\left(\delta_{j} Q\right)\left[X_{j}^{J}, x\right] \\
& =i \int\left[X^{J}\left(d_{F} Q\right), x\right] E_{\mathrm{g}}(d F) \tag{3.29}
\end{align*}
$$

where $\delta_{j} Q$ is the partial derivative with respect to $F_{j}$.
The vector field $\lambda_{Q}$ is the derivation of the strongly continuous (cf. Proposition 3.5) automorphism group $\varphi{ }^{0 *}$ of $C(E)$ introduced by (2.20). Let $D\left(\lambda_{Q}\right)$ be the domain of $\lambda_{Q}$. By the norm continuity of the mapping $E_{\mathrm{g}}$ from (2.11), we obtain from (2.19)

$$
\begin{equation*}
\delta_{Q}\left(E_{\mathrm{q}}(f)\right)=E_{\mathrm{q}}([Q, f]), \quad f \in D\left(\lambda_{Q}\right) . \tag{3.30}
\end{equation*}
$$

Combining (3.29) with (3.30), one obtains (3.27) for elements $E_{\mathrm{g}}(\hat{f})$ with $\hat{f}:=\Sigma x_{k} f_{k}$ for any finite number of $x_{k} \in \mathscr{A}^{J}, f_{k} \in D\left(\lambda_{Q}\right)$. Let $\mathscr{P}(E) \subset C(E)$ be the set of polynomials in $f_{\beta}(\beta \in \mathfrak{g})$. The considerations leading to (3.18) show that $f_{B}$ 's are analytic elements ${ }^{28}$ for $\lambda_{Q}$. Since analytic elements of any derivation on an algebra form a subalgebra and $\delta_{Q}$ is bounded on $\mathscr{A}^{J}$ accoridng to (3.29), cf. also Lemma 3.3, the set $\mathscr{C}_{p}^{J}$ of elements $E_{\mathrm{g}}(\hat{f})$ of $\mathscr{C}^{J}$ with $\hat{f}:=\Sigma x_{k} f_{k}\left[x_{k} \in \mathscr{A}^{J}, f_{k} \in \mathscr{P}(E)\right]$ forms a norm-dense subset of $\mathscr{C}^{J}$ of analytic elements for $\delta_{Q}$ which is $\delta_{Q}$ invariant: $\delta_{Q} \mathscr{C}_{P}^{J} \subset \mathscr{C}_{P}^{J}$. The union of all the $\mathscr{C}_{P}^{J}(J \in \Pi)$ is then a $\delta_{Q^{-}}$ invariant norm-dense subset of $\mathscr{C}$ consisting of analytic elements for $\delta_{Q}$. Let this union be denoted by $\mathscr{C}_{P}$. According to 3.1.20 of Ref. 28, $\mathscr{C}_{P}$ is a core for $\delta_{Q}$. Then the expression (3.27) is valid for all $E_{g}(\hat{f}) \in \mathscr{C}_{P}$,

$$
\begin{align*}
\delta_{Q}\left(E_{\mathrm{g}}\right. & \left.\left(\sum x_{k} f_{k}\right)\right) \\
& =\sum_{k}\left(\delta_{Q}\left(x_{k}\right) E_{\mathrm{g}}\left(f_{k}\right)+x_{k} E_{\mathrm{g}}\left(\left[Q, f_{k}\right]\right)\right) \\
& =\sum_{k} E_{\mathrm{g}}\left(\sum_{j=1}^{n}\left(i \delta_{j} Q\left[X_{j}^{J}, x_{k}\right] f_{k}+x_{k} \delta_{j} f_{k}\left[Q, F_{j}\right]\right)\right) \\
& x_{k} \in \mathscr{Q}^{J} \tag{3.31}
\end{align*}
$$

The closedness of $\delta_{Q}$ now gives the result, since the operator in (3.27) of the form

$$
\sum_{j}\left[Q, F_{j}\right] \delta_{j}: D\left(\lambda_{Q}\right) \rightarrow C\left(E, \mathscr{Q}^{J}\right)
$$

is just an alternative form of the derivation $\lambda_{\varrho}$ of $\varphi^{Q *}$ on $C\left(E, \mathscr{A}^{J}\right)$. Q.E.D.

Remark 3.8: The notation $\Sigma_{j}\left[Q, F_{j}\right] \delta_{j}$ for $\lambda_{Q}$ is unambiguous on the set of continuously differentiable functions $C^{1}(E)$. For a general $f \in D\left(\lambda_{Q}\right)$ the symbol $\Sigma_{j}\left[Q, F_{j}\right] \delta_{j}$ should be understood as the directional derivative in the direction of $\lambda_{Q}$ (given by the vector components [ $Q, F_{j}$ ] in the basis [ $\delta_{j}: j=1,2, \ldots, n$ ] of $T_{F} \mathrm{~g}^{*}$ ) at any noncritical point $F$, i.e., $F \in \mathrm{~g}^{*}$ in which $d_{F} Q \neq 0$. For any critical $F, d_{F} Q=0$, the value of $\lambda_{Q} f=[Q, f] \in C(E)$ is taken to be zero, $[Q, f](F):=0$, for all $f \in D\left(\lambda_{Q}\right)$. The domain $D\left(\lambda_{Q}\right)$ consists of such $f \in C(E)$, for which the mentioned directional derivative can be continuously extended to the whole $E$ with zero values at critical points.

## IV. THE DYNAMICS OF GENERALIZED MEAN-FIELD MODELS

Let $\mathscr{A}$ be an arbitrary $C^{*}$-algebra, and let $\sigma(G) \subset^{*}$-aut $\mathscr{A}$ be a strongly continuous representation of a connected Lie group $G$. Let $E_{g}$ be a projection-valued measure on $g^{*}$ with values in the center $\mathscr{L}$ of $\mathscr{A}^{* *}$ [identified with $\pi_{u}(\mathscr{A})^{\prime \prime}$ as before]. Assume that $E_{g}$ is $G$ equivariant, i.e.,

$$
\begin{equation*}
\sigma(g)\left(E_{\mathrm{g}}(B)\right)=E_{\mathrm{g}}\left(\mathrm{Ad}^{*}(g) B\right), \quad g \in G, \quad \text { Borel } B \subset \mathrm{~g}^{*}, \tag{4.1}
\end{equation*}
$$

and that the representation $\pi_{u}(\mathscr{A}) E_{\mathrm{g}}(B)$ of $\mathscr{A}$ is faithful for any open $B \subset \operatorname{supp} E_{\mathrm{g}} . \operatorname{Set} P_{G}:=E_{\mathrm{g}}\left(\mathrm{g}^{*}\right)$. Let us assume, moreover, that $E:=\operatorname{supp} E_{\mathrm{g}}$ is compact and contains at least one nontrivial (i.e., of a positive dimension) orbit of the Ad*-representation of $G$. We shall identify $\mathscr{A}$ with $\pi_{G}(\mathscr{A})$ as in preceding sections.

Let $Q \in C^{\infty}\left(g^{*}, \mathbf{R}\right)$, and $g_{Q}$ be a differentiable function satisfying (2.25) and (2.26), or equivalently, $g_{Q}$ is the solution of (2.30) with $\beta \frac{Q}{F}$ from (2.29). Let $C(E, \mathscr{A})$ and $\mathscr{N}:=E_{\mathrm{g}}(C(E))$ be as in Definition 2.2.

Proposition 4.1: Let $\hat{f} \in C(E, \mathscr{A})$, $t \in \mathbb{R}$. The function $\hat{f}_{t}: E \rightarrow \mathscr{A}$ determined by

$$
\begin{equation*}
\hat{f}_{t}(F):=\sigma\left(g_{Q}^{-1}(t, F)\right)\left(\hat{f}\left(\varphi_{t}^{Q} F\right)\right), \quad F \in \mathrm{~g}^{*}, \tag{4.2}
\end{equation*}
$$

is norm continuous: $\hat{f}_{t} \in C(E, \mathscr{A})$. The mappings $\hat{f} \rightarrow \hat{f}_{i}(t \in \mathbb{R})$ form a one-parameter group of *-automorphisms of $C(E, \mathscr{A})$,

$$
\begin{equation*}
\left(\hat{f}_{t}\right)_{s}=\hat{f}_{t+s}, \quad \text { for all } t, s \in \mathbb{R}, \tag{4.3}
\end{equation*}
$$

and this group is strongly continuous,

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|\hat{f}_{t}-\hat{f}\right\|=0, \quad \hat{f} \in C(E, \mathscr{A}) \tag{4.4}
\end{equation*}
$$

Proof: The support $E \subset g^{*}$ of $E_{\mathrm{g}}$ is left invariant by Ad* $^{*}(G)$ transformations due to (4.1), hence $E$ is also $\varphi^{Q}$ invariant. The differentiability of $\varphi^{Q}$ and $g_{Q}$ on $\mathbf{R} \times g^{*}$, and the strong continuity of $\sigma(G)$ together with the norm continuity of each $\sigma(g) \in^{*}$-aut $\mathscr{A}$, lead to the continuity of $\hat{f}_{t}$, i.e., $\hat{f}_{t} \in C(E, \mathscr{A})$. If we consider, in addition to the listed continuity properties, the compactness of $\operatorname{supp} E_{G}$, we obtain (4.4).

The morphism properties of the mapping $\hat{f} \rightarrow \hat{f}$, of the $C^{*}$-algebra $C(E, \mathscr{A})$ into itself are due to morphism properties of $\varphi{ }^{Q_{*}} \in^{*}$-aut $C(E, \mathscr{A})$, the morphism properties of each $\sigma(g) \in^{*}$-aut $\mathscr{A}$, as well as the pointwise character of algebraic operations in $C(E, \mathscr{A})$, e.g., $\left(\hat{f}_{1} \hat{f}_{2}\right)(F):=\hat{f}_{1}(F) \hat{f}_{2}(F)$.

The group property (4.3) is obtained from the group property of the flow $\varphi^{Q}$, from the cocycle property ( 2.26 ), as well as from the group representation property of $\sigma(g)$,

$$
\begin{equation*}
\sigma\left(g_{1} g_{2}\right)=\sigma\left(g_{1}\right) \circ \sigma\left(g_{2}\right), \quad g_{1}, g_{2} \in G \tag{4.5}
\end{equation*}
$$

The group property implies invertibility. This shows that the considered mappings $\hat{f} \rightarrow \hat{f}_{t}$ form a strongly continuous oneparameter group of ${ }^{*}$-automorphisms of $C(E, \mathscr{A})$. Q.E.D.

The assumptions of this section left the conditions of validity of Proposition 2.5 unchanged. Let $\mathscr{C}$ be given as in definition 2.2. The following theorem is an immediate consequence of Propositions 4.1 and 2.5.

Theorem 4.2: the mappings $\tau_{t}^{Q}: \mathscr{C} \rightarrow \mathscr{C}(t \in \mathbb{R})$ determined by

$$
\begin{equation*}
\tau_{t}^{Q}\left(E_{\mathrm{g}}(\hat{f})\right):=E_{\mathrm{g}}\left(\hat{f}_{\mathrm{t}}\right), \quad \hat{f} \in C(E, \mathscr{A}), \quad t \in \mathbf{R} \tag{4.6}
\end{equation*}
$$

form a strongly continuous one-parameter group of *-automorphisms of the $C^{*}$-algebra $\mathscr{C}$.

Proof: The morphism and continuity properties of the automorphism group of Proposition 4.1 are conserved by the *-isomorphism $E_{g}: C(E, \mathscr{A}) \rightarrow \mathscr{C}$ of Proposition 2.5.
Q.E.D.

Proposition 4.3: Let $\sigma(G)$ be locally faithful, i.e., the kernel $[h \in G: \sigma(h)=\sigma(e)]$ is discrete. Assume that $g_{Q}$ satisfies (2.26). If the function

$$
\begin{equation*}
F(\in E) \mapsto o\left(g_{Q}^{-1}(t, F)\right)(x), \quad t \in \mathbb{R}, \quad x \in \mathscr{A}, \tag{4.7}
\end{equation*}
$$

are all constant, then $\beta_{Q}:=\beta_{F}^{Q}$ from (2.27) is a constant in g . Hence the restriction of $Q$ to any $\mathrm{Ad}^{*}$-orbit in $E$ is identical to the restriction of the linear function $\widetilde{Q}(F):=F\left(\beta_{Q}\right)$, $F \in g^{*}$, up to an additive constant.

Proof: The constancy of (4.7) together with (2.26) imply that the function $t \mapsto \sigma\left(g_{Q}(t, F)\right) \in{ }^{*}$-aut $\mathscr{A}$ is a one-parameter group independent of $F$. There is an isomorphism of 8 onto one-parameter subgroups of $\sigma(G)$ due to the local faithfulness; hence $\sigma\left(g_{Q}(t, F)\right)=\sigma\left(\exp \left(t \beta_{Q}\right)\right)$ for some $\beta_{Q} \in \mathrm{~g}$. The continuity of $g_{Q}$ in $F$, the continuity of $\sigma(G)$, and the boundary condition $g_{Q}(0, F)=e$ imply $\beta_{F}^{Q}=\beta_{Q}$ (for all $F \in E$ ), so that $d_{F} Q=\beta_{Q}-\beta_{F}^{0}$, according to (2.29). The differentials $d_{F} f_{\chi}(\chi \in g)$ of the functions $f_{\chi}(F):=F(\chi)$ contain a basis of the cotangent space to the Ad*-orbit through any $F \in E$. Hence any function $Q^{0}$ on the orbit with zero Poisson brackets [ $Q^{0}, f_{\chi}$ ] $=0$ for all $\chi \in g$ on the orbit equals a constant function on the orbit,

$$
Q^{0}\left(\operatorname{Ad}^{*}(g) F\right)=Q^{0}(F), \quad \text { for all } g \in G
$$

We have for the $Q$ used in the definition of $g_{Q}$ in (4.7),

$$
\begin{aligned}
-\left[Q, f_{\chi}\right](F) & =F\left(\left[d_{F} Q, d_{F} f_{\chi}\right]\right) \\
& =F\left(\left[\beta_{Q}-\beta_{F}^{0}, \chi\right]\right)=F\left(\left[\beta_{Q}, \chi\right]\right), \quad \chi \in \mathfrak{g}
\end{aligned}
$$

since $F\left(\left[\beta_{F}^{0}, \chi\right]\right)=0\left(F \in g^{*}, \chi \in \mathfrak{g}\right)$ due to the definition of $\beta_{F}^{0}$, cf. the text below (2.29). Hence $\left[Q, f_{\chi}\right]=\left[\widetilde{Q}, f_{X}\right]$ for all $\chi \in g$, and the restriction of $Q^{0}:=Q-\widetilde{Q}$ to any $\mathrm{Ad}^{*}$-orbit in $E$ is a constant function.
Q.E.D.

Corollary 4.4: Let $\sigma(G)$ be locally faithful, and let $g_{Q}$ be as above. The one-parameter group $\tau^{Q}$ from (4.6) leaves the $C^{*}$-algebra $\mathscr{A}$ invariant: $\tau_{\text {R }}^{Q}(\mathscr{A})=\mathscr{A}$, iff $Q\left(\operatorname{Ad}^{*}(g) F\right)=\operatorname{Ad}^{*}(g) F\left(\beta_{Q}\right)+Q^{0}(F), \quad$ for all $g \in G$,
for some $\beta_{Q} \in \mathcal{g}$, and some $Q^{0} \in C^{\infty}(E)$ constant on the orbits of $\mathrm{Ad}^{*}(G)$ lying in $E$, and $d_{F} Q^{0}=-\beta_{F}^{0}(F \in E)$, cf. (2.29).

Proof: The $\tau^{Q}$ invariance of $\mathscr{A}$ means the constancy of all the functions in (4.7), as is seen from (4.2) and (4.6), and from the identity of $\mathscr{A}$ with the $E_{\mathrm{g}}$ image of constant functions in $C(E, \mathscr{A})$. The necessity of (4.8) for this invariance was proved in Proposition 4.3. Assuming (4.8), one obtains from (2.29): $\beta \frac{Q}{F}=\beta_{Q}$, and the unique solution $g_{Q}$ of (2.30) is independent on the parameter $F \in g^{*}$ : $g_{Q}(t, F)=\exp \left(t \beta_{Q}\right)$. The constancy in (4.7) is now clear.
Q.E.D.

Let us now derive the explicit form of the derivation $\delta_{Q}$ of the automorphism group $\tau^{Q}$ introduced in this section.

Proposition 4.5: Let $\delta_{\sigma}(\beta)(\beta \in \mathrm{g})$ be the derivation of the strongly continuous one-parameter group $t \mapsto \sigma(\exp (t \beta))$ of automorphisms of $\mathscr{A}$, and let $\lambda_{Q}$ be the derivation of the strongly continuous one-parameter group $\varphi^{\mathrm{Q} *}$ of automorphisms of the $C^{*}$-algebra $C(E, \mathscr{A})$, in the notation of Sec. III. Let $\tau^{Q} \subset^{*}$-aut $\mathscr{C}$ be given by (4.6). Then the infinitesimal generator (i.e., the derivation) of $\tau^{Q}$ is expressed by the formula

$$
\begin{align*}
\delta_{Q}\left(E_{\mathrm{g}}(\hat{f})\right)= & \int\left(\lambda_{Q} \hat{f}(F)-\delta_{\sigma}\left(\beta \frac{Q}{F}\right)(\hat{f}(F))\right) E_{\mathrm{g}}(d F), \\
& E_{\mathrm{g}}(\hat{f}) \in D\left(\delta_{Q}\right) \tag{4.9}
\end{align*}
$$

where $\beta_{F}{ }_{F}(F \in E)$ is given in (2.29), and $D\left(\delta_{Q}\right)$ is the domain of the derivation $\delta_{Q}$.

Proof: Due to norm continuity of the mapping $E_{8}$, it suffices to prove that for $\hat{f} \in E_{\mathrm{g}}^{-1}\left(D\left(\delta_{Q}\right)\right)$ one has

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \hat{f}_{t}(F)=\lambda_{Q} \hat{f}(F)-\delta_{\sigma}\left(\beta_{F}^{Q}\right)(\hat{f}(F)), \quad \text { for } F \in E, \tag{4.10}
\end{equation*}
$$

where the derivative should be taken in the norm topology of $\mathscr{A}$ (and uniformly in $F \in E$ ). By differentiation of (4.2) at $t=0$, we obtain

$$
\begin{align*}
\left.\frac{d}{d t}\right|_{t=0} \hat{f}_{t}(F)= & \left.\frac{d}{d t}\right|_{t=0} \hat{f}\left(\varphi_{i}^{Q} F\right) \\
& +\left.\frac{d}{d t}\right|_{t=0} \sigma\left(g_{Q}^{-1}(t, F)\right)(\hat{f}(F)) . \tag{4.11}
\end{align*}
$$

The first term on the right-hand-side of (4.11) gives the first term on the right-hand side of (4.10), which is an immediate consequence of the definition of $\lambda_{Q}$. We can write according to Remark 3.8,

$$
\begin{equation*}
\lambda_{\Omega} \hat{f}(F)=\sum_{j=1}^{n}\left[Q, F_{j}\right](F) \delta_{j} \hat{f}(F) . \tag{4.12}
\end{equation*}
$$

The second term on the right-hand side of (4.11) is the derivative of the composite function $t \mapsto \sigma\left(g_{0}(t)\right)$ with $g_{0}:=g_{Q}^{-1}$ at any fixed $F \in E$. The derivative of $t \rightarrow g_{Q}^{-1}(t, F)$ is, according to (2.27), equal to $-\beta_{F}^{Q} \in \mathcal{g}$. The derivative of $g \rightarrow \sigma(g)$ at $g=e$ is the linear mapping $\delta_{\sigma}$ from the tangent space g to $G$ at the identity $e$ to (in general unbounded) derivations $\delta_{\sigma}(\beta)(\beta \in \mathrm{g})$ on the $C^{*}$-algebra $\mathscr{A}$. The composition of these two differentiations gives the second term on the right-hand side of (4.10). This result can be obtained in a more explicit way by introduction of normal coordinates on a neighborhood of the identity of $G$.
Q.E.D.

Corollary 4.6: Let $\mathscr{A}$ and $\sigma(G)$ be defined as in Sec. II. Let $\tau^{Q}$ of (4.2) and (4.6) correspond to $\beta_{F}^{Q}=d_{F} Q$ ( $F \in \mathrm{~g}^{*}$ ) for any differentiable $Q \in C(E)$. Then the value of the derivation $\delta_{Q}$ from (4.9) taken for $\hat{f} \in C\left(E, \mathscr{A}^{J}\right)$ $\cap E_{9}^{-1}\left(D\left(\delta_{Q}\right)\right)(J \in \Pi)$ can be written in the form (3.27).

Proof: The first term in the right-hand side of (4.9) can be written in the form of the second term on the right-hand side of (3.27), in accordance with (4.12). The linearity of $\delta_{\sigma}$ as well as an explicit expression of $\beta \frac{Q}{F}$ give us
$\delta_{\sigma}\left(\beta_{F}^{Q}\right)(x)=\sum_{j=1}^{n} \delta_{j} Q(F) \delta_{\sigma}\left(\beta_{j}\right)(x), \quad x \in \mathscr{A}^{J}$.

The derivations $\delta_{\sigma}(\beta)$ ( $\beta \in \mathrm{g}$ ) are easily calculated from (2.1) and (2.2). For $x \in \mathscr{A}^{J}$ one has

$$
\begin{equation*}
\delta_{\sigma}(\beta)(x)=-i\left[X^{J}(\beta), x\right] \tag{4.14}
\end{equation*}
$$

Insertion of the obtained expressions into (4.9) gives (3.27). Q.E.D.

According to the Hille-Yosida theorem, ${ }^{28}$ a continuous one-parameter group $\tau^{Q}$ of automorphisms of a $C^{*}$-algebra $\mathscr{C}$ is determined uniquely by determination of its generator $\delta_{Q}$ on some of its cores in $\mathscr{C}$. Hence the preceding corollary shows that the set of evolution groups $\tau^{Q}$ on $\mathscr{C}$ defined in this section contains the subset of evolutions obtained in Sec. III as thermodynamic limits of local Hamiltonian evolutions. The specification of the general case to the models considered in Sec. III consists of (i) substitution for $\mathscr{A}$ of the infinite tensor product $C^{*}$-algebra $\otimes_{\rho \in \Pi} \mathscr{L}\left(H_{p}\right)$ determined in Sec. II; (ii) choice of $\sigma(G)$ in the form (2.1) with a norm-continuous unitary representation $U(G)$; (iii) taking $\beta_{F}^{0}:=0$ (for all $F \in E$ ) in (2.29); and (iv) the choice of $Q \in C(E)$ to be a polynomial in variables $F_{j}:=F\left(\beta_{j}\right)$, $j=1,2, \ldots, n=\operatorname{dim} G$.

A general discussion of equilibrium thermodynamics of the considered models, and an analysis of specific simple examples is supposed to be published in forthcoming papers, cf. also Ref. 25(a).
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#### Abstract

A theorem is presented on the location of the essential spectrum of certain intermediate Hamiltonians used to construct lower bounds to bound-state energies of multiparticle atomic and molecular systems. This result is an analog of the Hunziker-Van Winter-Zhislin theorem for exact Hamiltonians, which implies that the continuum of an $N$-electron system begins at the ground-state energy for the corresponding system with $N-1$ electrons. The work presented here strengthens earlier results of Beattie [SIAM J. Math. Anal. 16, 492 (1985)] in that one may now consider Hamiltonians restricted to the symmetry subspaces appropriate to the permutational symmetry required by the Pauli exclusion principle, or to other physically relevant symmetry subspaces. The associated convergence theory is also given, guaranteeing that all bound-state energies can be approximated from below with arbitrary accuracy.


## I. INTRODUCTION

Variational techniques for obtaining upper bounds to eigenvalues of a multiparticle Hamiltonian $H$ are well developed and can often yield quite accurate estimates to eigenvalues of interest. However, upper bounds alone cannot provide complete estimates of the error in the approximations to the eigenvalues. To do this one must bracket the eigenvalues of interest by also computing complementary lower bounds.

In general, the computational effort is greater for lowerbound estimation, and the related analysis more subtle, than that required in standard approaches for upper-bound estimation (such as Hartree-Fock and configuration interaction methods). Furthermore, lower-bound procedures usually require some form of additional a priori spectral information. For example, Temple's inequality ${ }^{1,2}$ can often yield a reasonably tight lower bound to a particular eigenvalue provided that the eigenvalue of interest can be explicitly isolated from the next larger eigenvalue, which requires a good estimate on the next eigenvalue. Such needs for a priori spectral information often become problematic in practical circumstance. The method that we consider here, the method of intermediate Hamiltonians, has by contrast fairly relaxed requirements for a priori information, though effective use of this information may offer distinct computational challenges.

The method of intermediate Hamiltonians was used with great success by Bazley and Fox ${ }^{3-6}$ to obtain lower bounds to He, and by Hill ${ }^{7}$ to prove that $H^{-}$has only one bound state. Extensions to three-electron problems proved more difficult, although some results have been obtained. ${ }^{8-11}$ This method requires a decomposition of the self-adjoint operator $H$ as $H_{0}+\widehat{H}$, where information on the discrete spectrum of $H_{0}$ is explicitly available and $\hat{H}$ is a symmetric posi-tive-definite operator (i.e., $\widehat{H} \geqslant 0$ ). Those eigenvalues of $H_{0}$ that lie below the infimum of the essential spectrum of $H$ [i.e., the bottom of the continuum, denoted here as $\lambda .(H)$ ]
are lower bounds to the corresponding eigenvalues of $H$. Because these bounds invariably tend to be quite crude, one seeks improved bounds by carefully approximating $\widehat{H}$ from below (in the sense of quadratic forms). As originally conceived, this was done with an increasing chain of positive semidefinite finite-rank operators. The resulting problem was equivalent to the evaluation of the spectrum of a degenerately perturbed operator with known spectrum. ${ }^{12}$ A detailed discussion of intermediate operator methods can be found in Refs. 13-15.

The principal difficulty in applying standard intermediate operator techniques to multiparticle Hamiltonians is that the lowest point of the essential spectrum of the base operator, $\lambda_{*}\left(H_{0}\right)$, often lies below the lowest eigenvalue of $H$. Since finite-rank approximations to $\hat{H}$ produce compact perturbations of $H_{0}$ that leave the essential spectrum of $H_{0}$ unperturbed, the method as originally developed in Refs. 4 and 5 cannot yield convergent lower bounds. Fox ${ }^{16}$ developed a modification of the standard intermediate operator approach utilizing noncompact perturbations of the base operator $H_{0}$, yet retaining the critical property of producing computationally resolvable intermediate operators. Recently Beattie ${ }^{17}$ showed that a variant of Fox's construction yields intermediate Hamiltonians for which $\lambda_{*}\left(H_{0}\right)$ can be made arbitrarily close to $\lambda .(H)$, the lowest point of the essential spectrum of the exact Hamiltonian. This allows, at least in principle, tight lower bounds to all eigenvalues of the Hamiltonian. These results were obtained for the full Hamiltonian operator without considering the permutational symmetries of the system. In calculations for real atomic and molecular systems, one wants to consider Hamiltonians that are restricted to appropriate symmetry subspaces so that the Pauli exclusion principle is satisfied. In this paper we show that the results of Ref. 17 can be extended to such symmetry-restricted Hamiltonians. The crucial point is to extend Beattie's analog of the Hunziker-Van Winter-Zhislin (HVZ)
theorem to intermediate Hamiltonians restricted to appropriate symmetry subspaces.

In addition, we discuss extensions to systems containing several species of identical particles, and to molecular systems. Finally, we show that the lower bounds obtained via this construction converge to the exact eigenvalues of $H$. Thus all bound states of $H$ can, at least in principle, be approximated from below with arbitrary accuracy.

The behavior of a single particle with spin $s$ is described by a Hamiltonian operator acting on a suitable dense subset of the Hilbert space $\mathscr{H}=L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}$. For real electrons, which have two spin states, we have $\mathscr{H}$ $=L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{2}$. The Hamiltonian for $N$ identical particles then acts on an appropriate subspace of

$$
\mathscr{H}^{N}=\mathscr{H} \otimes \mathscr{H} \otimes \mathscr{H} \otimes \mathscr{H} \otimes \cdots \otimes \mathscr{H},
$$

i.e., the tensor product of $N$ copies of $\mathscr{H}$. If the particles are bosons ( $s=$ integer), the $N$-particle Hamiltonian must be restricted to the symmetric subspace of $\mathscr{H}^{N}$, which we denote as $\mathscr{H}_{+}^{N}$. If the particles are fermions ( $s=$ half-integer), the $N$-particle Hamiltonian must be restricted to the antisymmetric subspace of $\mathscr{H}^{N}$, which we denote as $\mathscr{H}_{-}^{N}$.

The multiparticle Hamiltonians that we consider have the form

$$
\begin{equation*}
H_{N}=\sum_{i=1}^{N}\left[-\Delta_{i}+W\left(\mathbf{r}_{i}\right)\right]+\sum_{i<j} V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \tag{1}
\end{equation*}
$$

where $\Delta_{i}$ is the three-dimensional Laplacian acting on coordinates of the $i$ th particle, and $W$ and $V$ are suitable potential functions. The restriction of $H_{N}$ to $\mathscr{H}_{+}^{N}$ or $\mathscr{H}_{-}^{N}$ will be denoted $H_{N,+}$ or $H_{N,-}$, respectively. For $N$ electrons in the field of a fixed nucleus of charge $Z, W(r)=-Z / r$ and $V(\mathbf{r})=1 / r$, where $r=|\mathbf{r}|$. For molecular systems with $M$ fixed nuclei of charge $Z_{1}, \ldots, Z_{M}$ at positions $\mathbf{R}_{1}, \ldots, \mathbf{R}_{M}$,

$$
W(\mathbf{r})=\sum_{J=1}^{M} \frac{-Z_{J}}{\left|\mathbf{r}-\mathbf{R}_{J}\right|} \quad \text { and } \quad V(\mathbf{r})=\frac{1}{r} .
$$

In the molecular case, tractable intermediate Hamiltonians appear to exist only for homonuclear diatomic molecules, in which case the Schrödinger equation for the Hamiltonian

$$
h=-\Delta-Z /\left|\mathbf{r}-\mathbf{R}_{1}\right|-Z /\left|\mathbf{r}-\mathbf{R}_{2}\right|
$$

can be solved exactly.
We require that the potentials in both the atomic and fixed-nuclei molecular cases satisfy conditions sufficient to assure convergent spectral approximations, as follows:
(a) $W$ and $V \in L^{2}\left(\mathbb{R}^{3}\right)+\left[L^{\infty}\left(\mathbb{R}^{3}\right)\right]_{\varepsilon}$,
(b) $V \geqslant 0$ almost everywhere in $\mathbb{R}^{3}$,
(c) the self-adjoint operator corresponding to $h=-\Delta+W$ is bounded below and has as its spectrum negative eigenvalues of finite multiplicity, and essential spectrum $[0, \infty)$.

Although practical applications generally require that $h$ actually have some negative eigenvalues, the analysis remains valid if some $h_{k}$ possesses only essential spectrum $[0, \infty)$.
(In the case of diatomic molecules with finite nuclear mass, for example, it might actually be useful to consider
$h_{J}=-\Delta_{J} \geqslant 0$; unfortunately, other difficulties prevent us from extending these techniques to molecular systems with finite nuclear mass at present. In the extension to several species of identical particles discussed at the end of Sec. IV, the charge of all particles must have the same sign.)

## II. INTERMEDIATE HAMILTONIANS

Following earlier work, we consider intermediate Hamiltonians that can be expressed in the form

$$
\begin{equation*}
H_{N}^{k \alpha \beta}=\sum_{i=1}^{N} h_{i}^{k \alpha}+\sum_{i<j} v_{i j}^{\beta} \tag{2}
\end{equation*}
$$

where $h_{i}^{k \alpha}$ and $v_{i j}^{\beta}$ denote, respectively, approximations to $h_{i}=-\Delta_{i}+W\left(\mathbf{r}_{i}\right)$ and $V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)$ having the following key properties.
(i) The approximation $h_{i}^{k \alpha}$ has the form $T_{k \alpha}+\lambda_{k+1}(h) E_{k}{ }^{1}$, where $\lambda_{k+1}(h)$ is the $k$ th eigenvalue of $h=-\Delta+W(\mathbf{r}), E_{k}$ is the orthogonal projection onto the span of the eigenspaces corresponding to eigenvalues $\lambda_{1}, \ldots, \lambda_{k}$ of $h$, $E_{k}{ }^{1}=I-E_{k}, T_{k \alpha}$ is symmetric and has finite rank $(k+\alpha)$ with range denoted $\Gamma_{k \alpha}$, and $T_{k \alpha}+\lambda_{k+1}(h) E_{k}{ }^{1}<h$ in the sense of quadratic forms.
(ii) The approximation $v_{i j}^{\beta}$ has finite rank with range $\Pi_{\beta} \otimes \Pi_{\beta}$ for some explicitly known $\beta$-dimensional space $\Pi_{\beta} \subset \mathscr{H}$, and $v_{i j}^{\beta}<V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)$ in the sense of quadratic forms.
[Although the analysis in Ref. 17 is given for operators on $L^{2}\left(\mathbb{R}^{3}\right)$, it can readily be extended to operators on $\mathscr{H}=L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}$. However, we note the following changes in notation:
$n \rightarrow k, \quad A_{0}^{n} \rightarrow h E_{k}+\lambda_{k+1}(h) E_{k}{ }^{1}$,
$A_{0} \rightarrow h, \quad \tilde{A}_{0}^{n} \rightarrow\left[h-\lambda_{k+1}(h)\right] E_{k}{ }^{1}$,
$\lambda_{0}^{k} \rightarrow \lambda_{k}(h), \quad A_{0}^{n}+\tilde{A}_{0}^{n} Q^{\alpha} \rightarrow T_{k \alpha}+\lambda_{k+1}(h) I$,
$\mathscr{U}_{k} \rightarrow E_{k} \mathscr{H}, \quad \operatorname{Span}_{\alpha}\left\{\widetilde{A}_{0}^{n} q_{v}\right\} \rightarrow\left[h-\lambda_{k+1}(h)\right] E_{k}{ }^{1} \Omega_{\alpha}$,
$A_{i j} \rightarrow V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right), \quad A_{i j} P^{\beta} \rightarrow v_{i j}^{\beta}$,
$\left.\Pi_{\beta} \rightarrow \Pi_{\beta}, \quad \mathscr{U}_{k} \vee \operatorname{span}_{\alpha}\left\{\widetilde{A}_{0}^{n} q_{v}\right\} \rightarrow \Gamma_{k \alpha} \cdot\right]$
The construction of $T_{k \alpha}$ depends on the spectral resolution of $h$ and the choice of a finite-dimensional subspace $\Omega_{\alpha} \subset \mathscr{H}:$

$$
T_{k \alpha}=h E_{k}+\left[h-\lambda_{k+1}(h)\right] E_{k}^{1} Q^{\alpha}
$$

where $Q^{\alpha}$ is a nonorthogonal projection operator with range $Q_{\alpha}$ and kernel $\left\{\left[h-\lambda_{k+1}(h)\right] E_{k}{ }^{1} \Omega^{\alpha}\right\}^{\perp}$. The approximation $v_{i j}^{\beta}$ is defined similarly as $V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) R_{i j}^{\beta}$, where $R_{i j}^{\beta}$ is a nonorthogonal projection with range $\Lambda_{i j}^{\beta}$ and kernel
$\left\{V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \Lambda_{i j}^{\beta}\right\}^{\perp}$. A more complete description and analysis may be found in Refs. 16-18.

Define the subspace $\mathscr{M}^{k \alpha \beta}=\Gamma_{k \alpha} \vee \Pi_{\beta}$. Notice that for a simple two-particle intermediate Hamiltonian given by $H_{2}^{k \alpha \beta}=h_{i}^{k \alpha}+h_{j}^{k \alpha}+v_{i j}^{\beta}$, a full set of explicit reducing spaces may be constructed as $\mathscr{M}^{k \alpha \beta} \otimes \mathscr{M}^{k \alpha \beta}$, $\mathscr{M}^{k \alpha \beta}$ $\otimes\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp},\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp} \otimes \mathscr{M}^{k \alpha \beta}$, and $\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp} \otimes\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp}$. It is not hard to see that on the last subspace, $H_{2}^{k \alpha \beta}$ reduces to a scalar multiple of the identity $I$, while on the first subspace it is essentially a matrix operator. On the remaining two subspaces, $H_{2}^{k \alpha \beta}$ is effectively a direct product of a matrix operator and a scalar multiple of $I$. This means that the spectrum of $H_{2}^{k \alpha \beta}$ can be computed explicitly through a matrix diagonalization. However, these subspaces will not be reducing subspaces for $H_{2, \pm}^{k \alpha \beta}$. To obtain reducing subspaces with the correct permutational symmetry, the first and last subspaces above must be replaced by their symmetric or antisymmetric components, while the middle two spaces must be replaced by

$$
\mathscr{K}_{2,1, \pm}^{k \alpha \beta}=\mathscr{M}^{k \alpha \beta} \otimes\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp} \pm\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp} \otimes \mathscr{M}^{k \alpha \beta}
$$

The construction of reducing subspaces in the $N$-particle case follows a similar pattern. To construct reducing subspaces for $H_{N, \pm}^{k a \beta}$ we let

$$
\begin{equation*}
\mathscr{W}_{\xi_{1}, \ldots, \xi_{r}}^{k \alpha \beta}=\mathscr{N}_{1} \otimes \mathscr{N}_{2} \otimes \cdots \otimes \mathscr{N}_{N} \tag{3}
\end{equation*}
$$

describe a subspace of $\mathscr{H}^{N}$ with

$$
\mathscr{N}_{i}=\mathscr{M}^{k \alpha \beta}, \quad \text { if } i \in\left\{\xi_{1}, \ldots, \xi_{r}\right\},
$$

and

$$
\mathscr{N}_{i}=\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp}, \quad \text { if } i \notin\left\{\xi_{1}, \ldots, \xi_{r}\right\}
$$

If permutational symmetry is not considered, then $\mathscr{W _ { \xi _ { 1 } } ^ { \sim } \ldots , \xi _ { r }}$ will be a reducing subspace for $H_{N}^{k \alpha \beta}$. However, $\mathscr{W}_{\xi_{1}, \ldots, \xi_{r}}^{k \alpha \beta}$ will not be a reducing subspace for the symmetry-restricted intermediate Hamiltonians $H_{N, \pm}^{k \alpha \beta}$. Therefore we now define

$$
\mathscr{K}_{N, r}^{k \alpha \beta}=\underset{\xi_{1}, \ldots, \xi_{r}}{\oplus} \mathscr{W}_{\xi_{1}, \ldots, \xi_{r}}^{k \alpha \beta}
$$

i.e., $\mathscr{K}_{N, r}^{k \alpha \beta}$ is the span of the unions of all subspaces of the form (3) with exactly $r$ copies of $\mathscr{M}^{k \alpha \beta}$ and $N-r$ copies of $\left[\mathscr{M}^{k \alpha \beta}\right]^{1}$. Let $\mathscr{K}_{N, r, \pm}^{k \alpha \beta}$ denote the symmetric and antisymmetric subspaces of $\mathscr{K}_{N, r}^{k \alpha \beta}$. Then' $\mathscr{K}_{N, r, \pm}^{k a \beta}$ is a reducing subspace for $H_{N, \pm}^{k \alpha \beta}$ for all $r$, and

$$
\begin{equation*}
\mathscr{H}_{ \pm}^{N}=\bigoplus_{r=0}^{N} \mathscr{K}_{N, r, \pm}^{k \alpha \beta} \tag{4}
\end{equation*}
$$

## III. LOCATION OF ESSENTIAL SPECTRUM

Let $\lambda_{*}(A)=\inf \sigma_{\text {ess }}(A)$ and $\lambda_{1}(A)=\inf \sigma(A)$. For Hamiltonians of the form (1), the celebrated HVZ theorem ${ }^{19}$ is equivalent to the statement

$$
\lambda *\left(H_{N}\right)=\lambda_{1}\left(H_{N-1}\right),
$$

i.e., the essential spectrum of the Hamiltonian of $N$ particles in the field of a fixed nucleus (or several fixed nuclei) begins at the lowest eigenvalue of the corresponding system with $N-1$ particles. In the case of symmetry-restricted Hamiltonians, $H_{N, \pm}$, this result becomes

$$
\lambda .\left(H_{N, \pm}\right)=\lambda_{1}\left(H_{N-1, \pm}\right)
$$

Beattie ${ }^{17}$ gave an analogous formula for intermediate Hamiltonians without symmetry restrictions. The extension of Beattie's formula to symmetry-restricted intermediate Hamiltonians is the following theorem.

Theorem 1: $\lambda_{*}\left(H_{N, \pm}^{k \alpha \beta}\right)=\lambda_{1}\left(H_{N-1, \pm}^{k \alpha \beta}\right)+\lambda_{k+1}(h)$.
Before proving this result, it will be useful to make some observations about the spectral properties of $H_{N, r, \pm}^{k a \beta}$, by which we denote the restriction of $H_{N}^{k a \beta}$ to $\mathscr{K}_{N, r, \pm}^{k a \beta}$, . All eigenfunctions of $H_{N, r, \pm}^{k \alpha \beta}$ have the form

$$
\begin{equation*}
\wp_{ \pm}\left\{G\left(x_{1}, \ldots, x_{r}\right) g_{1}\left(x_{r+1}\right) \cdots g_{N-r}\left(x_{N}\right)\right\} \tag{5}
\end{equation*}
$$

where $x_{i}=\left(r_{i}, s_{i}\right)$ represents the space and spin coordinates of the $i$ th particle, $G$ is an eigenfunction of $H_{r, r, \pm}^{k \alpha \beta}$, the $g_{i}$ are in $\left[\mathscr{M}^{k \alpha \beta}\right]^{1}$, and $\mathscr{\ell}_{ \pm}$projects onto $\mathscr{H}_{ \pm}^{N}$. Thus $H_{N, r, \pm}^{k \alpha \beta}$ has pure point spectrum consisting of eigenvalues of the form
$\mathrm{e}-\operatorname{val}\left(H_{N, r, \pm}^{k \alpha \beta}\right)=\mathrm{e}-\operatorname{val}\left(H_{r, \pm}^{k \alpha \beta}\right)+(N-r) \lambda_{k+1}(h)$.
However, because $h^{k \alpha}$ is a multiple of the identity on the infinite-dimensional space $\left[\mathscr{M}^{k \alpha \beta}\right]^{\perp}$, the eigenvalues of $H_{N, r, \pm}^{k \alpha \beta}$ have (i) finite multiplicity, if $r=N$; and (ii) infinite multiplicity, if $r<N$. Thus $H_{N, N, \pm}^{k \alpha \beta}$ has only discrete spectrum, while $H_{N, r, \pm}^{k \alpha \beta}$ has only essential spectrum when $N>r$.

To prove Theorem 1, we first note that (4) implies

$$
\begin{equation*}
\lambda_{1}\left(H_{n, \pm}^{k \alpha \beta}\right)=\min _{r=0, \ldots, n} \lambda_{1}\left(H_{n, r, \pm}^{k \alpha \beta}\right) \tag{7}
\end{equation*}
$$

Applying a similar analysis to $\lambda .\left(H_{N, \pm}^{k \alpha \beta}\right)$ and using (7) along with the observations above, we find that

$$
\begin{aligned}
\lambda .\left(H_{N, \pm}^{k \alpha \beta}\right)= & \min _{r=0, \ldots, N} \lambda_{*}\left(H_{N, r, \pm}^{k \alpha \beta}\right) \\
= & \min _{r=0, \ldots, N-1} \lambda_{*}\left(H_{N, r, \pm}^{k \alpha \beta}\right) \\
= & \min _{r=0, \ldots, N-1}\left\{\lambda_{1}\left(H_{r, r, \pm}^{k \alpha \beta}\right)\right. \\
& \left.+(N-r) \lambda_{k+1}(h)\right\} \\
= & \min _{r=0, \ldots, N-1}\left\{\lambda_{1}\left(H_{r, r, \pm}^{k \alpha \beta}\right)\right. \\
& \left.+[(N-1)-r] \lambda_{k+1}(h)\right\}+\lambda_{k+1}(h) \\
= & \min _{r=0, \ldots, N-1}\left\{\lambda_{1}\left(H_{N-1, r, \pm}^{k \alpha \beta}\right)\right\}+\lambda_{k+1}(h) \\
= & \lambda_{1}\left(H_{N-1, \pm}^{k \alpha \beta}\right)+\lambda_{k+1}(h) .
\end{aligned}
$$

## IV. EXTENSION TO SYMMETRY SUBSPACES

Our analysis thus far has not explicitly considered spin. The spin was present implicitly by the inclusion of $\mathbb{C}^{2 s+1}$ in $\mathscr{H}=L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}$. When spin is explicitly considered, it suffices to use trial functions $\Psi$ in $\mathscr{H}_{ \pm}^{N}$ that have the form

$$
\begin{equation*}
\Psi=\sum_{t=1}^{\tau} \Phi_{t}\left(r_{1}, \ldots, r_{N}\right) \phi_{t}\left(s_{1}, \ldots, s_{N}\right) \tag{8}
\end{equation*}
$$

where $\Phi_{t} \in\left[L^{2}\left(\mathbb{R}^{3}\right)\right]^{N}$ and $\phi_{t} \in\left[\mathbb{C}^{2 s+1}\right]^{N}$, and for which $\left\{\Phi_{t}\right\}$ and $\left\{\phi_{t}\right\}$ are bases of irreducible representations of the symmetric group $S_{N}$. It is then natural to ask if Theorem 1 can be extended to this situation, i.e., to $H_{N, \sigma}$ defined as the operator $H_{N}$ restricted to the subspace of $\left[L^{2}\left(\mathbf{R}^{3}\right)\right]^{N}$ corresponding to the irreducible representation $\sigma$ of $S_{N}$. Before showing that such an extension is possible, we point out that Theorem 1 actually suffices for most practical calculations. If one is interested in bound states belonging to a particular subspace $\sigma$, Theorem 1 implies that it suffices to consider
intermediate Hamiltonians restricted to the subspace $\mathscr{H}_{\sigma}^{N}$, provided that the eigenvalues of interest lie below $\lambda$. ( $H_{N, \pm}$ ). However, the extension to other irreducible representations, which we give here, is useful for several reasons.
(a) One is occasionally interested in bound states embedded in the continuum, i.e., in energies $E_{\sigma}$, which lie in the region $\lambda_{*}\left(H_{N, \pm}\right)<E_{\sigma}<\lambda .\left(H_{N, \sigma}\right)$. (Hill's proof ${ }^{9}$ that $H^{--}$has no bound states in the quartet sector is an example of such a situation.)
(b) A similar analysis can be applied to other physically relevant symmetries besides permutational symmetry.
(c) This analysis can be extended to consider several species of particles, as described below.
(d) The spectrum of $\mathscr{H}_{\sigma}^{N}$ is a subset of that for $\mathscr{H}_{ \pm}^{N}$. Hence restriction to $\mathscr{H}_{\sigma}^{N}$ can reduce the density of eigenvalue clusters and increase the gap between computed eigenvalues, as compared to that when $\mathscr{H}_{ \pm}^{N}$ is used. This improves both the conditioning and convergence rate of computational algorithms used ultimately to resolve the final matrix eigenvalue problem. ${ }^{20}$

Sigalov and Sigal ${ }^{21,22}$ have shown how to extend the HVZ theorem to Hamiltonians restricted to symmetry subspaces. We summarize their analysis for Hamiltonians of the form $H_{N, \sigma}$. Let $\sigma$ and $\omega$ denote irreducible representations of $S_{N}$ and $S_{n}$, respectively, with $n<N$, so that $S_{n}$ is isomorphic to a subgroup of $S_{N}$. Let $\omega<\sigma$ indicate that the irreducible representation $\omega$ is present in the decomposition of $\sigma$ restricted to $S_{n}$. Sigalov and Sigal ${ }^{21,22}$ showed that, in the case of Hamiltonians of type (1),

$$
\begin{equation*}
\lambda_{*}\left(H_{N, \sigma}\right)=\min _{\omega<\sigma} \lambda_{1}\left(H_{N-1, \omega}\right) . \tag{9}
\end{equation*}
$$

The corresponding generalization to intermediate Hamiltonians is the next theorem.

Theorem 2:

$$
\lambda_{*}\left(H_{N, \sigma}^{k \alpha \beta}\right)=\min _{\omega<\sigma} \lambda_{1}\left(H_{N-1, \omega}^{k \alpha \beta}\right)+\lambda_{k+1}(h)
$$

$$
\text { Proof: We first note that eigenfunctions of } H_{N, \sigma}^{k \alpha \beta} \text { have }
$$ the form

$$
\wp_{\sigma}\left\{G\left(x_{1}, \ldots, x_{r}\right) g_{1}\left(x_{r+1}\right) \cdots g_{N-r}\left(x_{N}\right)\right\}
$$

where the notation is as in Theorem 1, except that $\sigma$ denotes the restriction to the subspace $\mathscr{H}_{\sigma}^{N}$ corresponding to $\sigma$, and $G$ is an eigenfunction of $H_{r, r, \omega}^{k \alpha \beta}$ with $\omega<\sigma$. The proof of Theorem 1 can then be easily extended to this more general case. We omit the details.

It should be clear that our analysis could easily be extended to symmetry subspaces corresponding to several species of identical particles instead of $N$ electrons, e.g., $N_{1}$ electrons and $N_{2}$ muons with $N_{1}+N_{2}=N$. In this case, $-\Delta_{i}$ would be replaced by $-\Delta_{i} / m_{i}$ in (1), where $m_{i}$ is the mass of particle $i$, and $H_{N}$ would act on $\mathscr{H}_{-}^{N_{1}} \otimes \mathscr{H}_{-}^{N_{2}}$.

## V. CONVERGENCE

The question of what conditions on the approximating subspaces $\Lambda_{i j}^{\beta}$ and $\Omega_{\alpha}$ are sufficient to guarantee convergent estimates has been addressed in more general settings by Beattie, ${ }^{18}$ Greenlee, ${ }^{23}$ Beattie and Greenlee, ${ }^{24}$ and Brown. ${ }^{25}$ In our setting, the derived density criteria sufficient to guarantee convergence may be succinctly stated:
(1) $\lim \Lambda_{i j}^{\beta}$ is dense in $\left[W^{2,2}\left(\mathbf{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}\right]$

$$
\begin{equation*}
\otimes\left[W^{2,2}\left(\mathbf{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}\right] \tag{11}
\end{equation*}
$$

(2) $\lim \Omega_{\alpha}$ is dense in $W^{2,2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{2 s+1}$,
where $W^{2,2}\left(\mathbf{R}^{3}\right)$ denotes the second Sobolev space embedded in $L^{\mathbf{2}}\left(\mathbf{R}^{\mathbf{3}}\right)$. In particular, these density conditions induce core conditions within every symmetry subspace $\mathscr{H}_{\sigma}^{N}$ sufficient to produce convergent spectral estimates for $H_{N, \sigma}^{k a \beta}$, provided one additional hypothesis holds. The convergence results cited above all carry the proviso that the lowest point of the essential spectrum of the intermediate operators must move up sufficiently to expose the eigenvalues of $H_{N, \sigma}$ to convergent estimates. That such movement can be guaranteed for the full unrestricted Hamiltonian operator was shown in Refs. 18 and 24. We show here that this is also the case for Hamiltonians restricted to symmetry subspaces.

Theorem 3: Under the density hypotheses (11) and (12), the family of intermediate Hamiltonians $\left\{H_{N, \sigma}^{k \alpha \beta}\right\}_{k a \beta}$ provides convergent lower-bound estimates to the lowest point of the essential spectrum of $\boldsymbol{H}_{N, \sigma}$ :

$$
\begin{equation*}
\lim _{k \alpha \beta} \lambda_{*}\left(H_{N, \sigma}^{k \alpha \beta}\right)=\lambda_{*}\left(H_{N, \sigma}\right) \tag{13}
\end{equation*}
$$

As a consequence, every lower eigenvalue of $H_{N, \sigma}$ is accessible to convergent estimates, and

$$
\begin{equation*}
\lim _{k \alpha \beta} \lambda_{i}\left(H_{N, \sigma}^{k \alpha \beta}\right)=\lambda_{i}\left(H_{N, \sigma}\right), \tag{14}
\end{equation*}
$$

for every $i$ such that $\lambda_{i}\left(H_{N, \sigma}\right)<\lambda_{.}\left(H_{N, \sigma}\right)$.
Proof: Consider first the case $N=2$. We have from (10)

$$
\begin{aligned}
\lambda .\left(H_{2, \sigma}^{k \alpha \beta}\right) & =\min _{\omega<\sigma} \lambda_{1}\left(H_{1, \omega}^{k \alpha \beta}\right)+\lambda_{k+1}(h) \\
& =\lambda_{1}\left(H_{1}^{k \alpha \beta}\right)+\lambda_{k+1}(h) \\
& =\lambda_{1}\left(h_{1}^{k \alpha}\right)+\lambda_{k+1}(h) \\
& =\lambda_{1}(h)+\lambda_{k+1}(h)=\lambda *\left(H_{2, \sigma}\right)+\lambda_{k+1}(h) .
\end{aligned}
$$

Since $\lambda_{k+1}(h) \rightarrow 0$ as $k \rightarrow \infty$, (13) holds for $N=2$, and the density conditions (11) and (12) guarantee that (14) holds as well. Now make an induction hypothesis and suppose that (13) and (14) hold for all $N<M$, for some $M>1$. We may then deduce that

$$
\begin{aligned}
\lim _{k \alpha \beta} \lambda_{*}\left(H_{M, \sigma}^{k \alpha \beta}\right) & =\lim _{k \alpha \beta} \min _{\omega<\sigma} \lambda_{1}\left(H_{M-1, \omega}^{k \alpha \beta}\right) \\
& =\min _{\omega<\sigma} \lim _{k \alpha \beta} \lambda_{1}\left(H_{M-1, \omega}^{k \alpha \beta}\right) \\
& =\min _{\omega<\sigma} \lambda_{1}\left(H_{M-1, \omega}\right)=\lambda .\left(H_{M, \sigma}\right) .
\end{aligned}
$$

Hence (13) holds for $N=M$, the density criteria again imply (14) for $N=M$, and the induction step is completed.
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Let $\dot{H}$ be the closure of the restriction of the three-dimensional Laplacian $-\Delta$ on the domain $C_{0}^{\infty}\left(R^{3} \backslash \Sigma\right)$, where $\Sigma=\bigcup_{j=1}^{N} \partial \overline{K\left(0, R_{j}\right)}$ and $\overline{K\left(0, R_{j}\right)}$ is a closed ball of radius $R_{j}$ centered at the origin in $R^{3}$. It is well known that $H$ is a closed symmetric operator with deficiency indices ( $\infty, \infty$ ). In this paper all self-adjoint (s.a.) extensions of $\dot{H}$ are constructed; these extensions contain as particular cases the quantum Hamiltonian describing concentric $\delta$ - and $\delta^{\prime}$-sphere interactions. It is also shown that the s.a. extensions of $\dot{H}$ may be obtained as norm-resolvent limits of momentum cutoff and scaled separable potentials.

## I. INTRODUCTION

In recent years there has been a lot of interest in studying sphere interactions in quantum mechanics; see Refs. 1-3 and the references therein.

Consider in $L^{2}\left(R^{3}\right)$ the Laplacian $-\Delta$ on the domain $D=C_{0}^{\infty}\left(R^{3} \backslash \cup_{j=1}^{N} \partial \overline{K\left(0, R_{j}\right)}\right)$, where $K\left(0, R_{j}\right)$ is a closed ball of radius $R_{j}$ centered at the origin in $R^{3}$, and denote by $\dot{H}$ the operator $\dot{H}=-\overline{\Delta_{\mid D}}$. In Ref. 2 it is shown that $\dot{H}$ is a symmetric operator with deficiency indices ( $\infty, \infty$ ), and that $\dot{H}$ may be written in the form

$$
\begin{equation*}
\dot{H}=\underset{l=0}{\infty} \widetilde{U}^{-1} \dot{h}_{l,\{R\}} \widetilde{U} \otimes 1 \tag{1.1}
\end{equation*}
$$

where the transformation $\widetilde{U}$ is given by (2.3), and, for fixed $l \in \mathbf{N}_{0}$, the operator $\dot{h}_{l,\{R\}}$ defined by (2.6) and (2.7) is a symmetric operator with deficiency indices ( $N, N$ ). Consequently $\dot{h}_{i,\{R\}}$ admits an $N^{2}$-parameter family of self-adjoint (s.a.) extensions. A particular $N$-parameter subfamily of s.a. extensions corresponding to concentric $\delta$-sphere interactions is discussed in Ref. 2.

In this paper we study the general $N^{2}$-parameter family of s.a. extensions of $\dot{h}_{l,\{R\}}$. In Sec. II, using the general theory of s.a. extensions of symmetric operators ${ }^{4}$ and the decomposition (1.2), we obtain all s.a. extensions of $\dot{h}_{l,\{R\}}$ and $\dot{H}$, respectively. Furthermore we show that these extensions may be obtained as norm-resolvent limits of momentum cutoff (Sec. III) and scaled separable potentials (Sec. IV).

## II. CONSTRUCTION OF SELF-ADJOINT EXTENSIONS

Consider in $L^{2}\left(R^{3}\right)$ the closed, non-negative minimal operator
$\dot{H}=-\overline{\Delta C_{0}^{\infty}\left(R^{3} \backslash \bigcup_{j=1}^{N} \partial \overline{K\left(0, R_{j}\right)}\right)}, \quad 1 \leqslant j \leqslant N$,
where $\overline{K\left(0, R_{j}\right)}$ is a closed ball of radius $R_{j}$ centered at the origin in $R^{3}$, and

$$
\begin{aligned}
& \qquad \phi_{l, j}(k, r)=\left\{\begin{array}{l}
(i \pi / 2) R_{j}^{1 / 2} H_{l+1 / 2}^{(1)}\left(k R_{j}\right) r^{1 / 2} J_{l+1 / 2}(k r), \\
(i \pi / 2) R_{j}^{1 / 2} J_{l+1 / 2}\left(k R_{j}\right) r^{1 / 2} H_{l+1 / 2}^{(1)}(k r), \\
\text { a) On leave of absence from IFT, Uniwersytet Wroctawski, Poland. } \\
\text { b) Permanent address: Department of Mathematics, University of Burundi, } \\
\text { B. P. } 2700 \text { Bujumbura, Burundi. }
\end{array}\right. \text { }
\end{aligned}
$$

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}
$$

is the Laplacian.
Following, e.g., Ref. 5, p. 160, one can decompose $L^{2}\left(R^{3}\right)$ with respect to angular momenta,

$$
\begin{equation*}
L^{2}\left(R^{3}\right)=L^{2}\left((0, \infty) ; r^{2} d r\right) \otimes L^{2}\left(S^{2}\right) \tag{2.2}
\end{equation*}
$$

( $S^{2}$ is the unit sphere in $R^{3}$ ), and introduce the unitary transformation

$$
\widetilde{U}:\left\{\begin{array}{l}
L^{2}\left((0, \infty) ; r^{2} d r\right) \rightarrow L^{2}((0, \infty)),  \tag{2.3}\\
f \rightarrow(\widetilde{U} f)(r)=r f(r), \quad r>0,
\end{array}\right.
$$

in order to get the following decomposition of $L^{2}\left(R^{3}\right)$ :

$$
\begin{align*}
& L^{2}\left(R^{3}\right)= \stackrel{\oplus}{t=0} \\
& l \in \mathbf{N}_{0}, \quad-l \leqslant m \leqslant l  \tag{2.4}\\
&
\end{align*}
$$

where [ $Y_{l}^{m}$ ] denotes the linear span of the spherical harmonics. With respect to the decomposition (2.4), $\dot{H}$ reads

$$
\begin{equation*}
\dot{H}=\underset{t=0}{\infty} \widetilde{U}^{-1} \dot{h}_{t,[R]} \widetilde{U} \otimes 1, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{h}_{l,\{R\}}=-\frac{d}{d r^{2}}+\frac{l(l+1)}{r^{2}},  \tag{2.6}\\
& \mathscr{D}\left(\dot{h}_{l,\{R\}}\right)=\left\{f \in L^{2}((0, \infty)) \mid f, f^{\prime} \in A C_{\mathrm{lo}}((0, \infty)) ;\right. \\
& \\
& f\left(0_{+}\right)=0 \quad \text { if } l=0 ; \quad f\left(R_{j_{ \pm}}\right)=0 ; \\
&  \tag{2.7}\\
& \left.\quad-f^{\prime \prime}+l(l+1) r^{-2} f \in L^{2}((0, \infty))\right\}, \\
& \\
& l \in \mathbf{N}_{0}, \quad 1 \leqslant j \leqslant N, \quad\{R\}=\left\{R_{1}, \ldots, R_{N}\right\} .
\end{align*}
$$

Following Ref. 2 one can show that $\dot{h}_{h,\{R\}}$ has deficiency indices ( $N, N$ ), and that the deficiency subspace $N_{-\bar{k}}$ is spanned by the $N$ linearly independent functions

$$
\begin{equation*}
\geqslant R_{j}, \quad \operatorname{Im} k>0, \quad 1 \leqslant j \leqslant N, \tag{2.8}
\end{equation*}
$$

where $J_{v}(z)$ and $H_{v}^{(1)}(z)$ are, respectively, Bessel and Hankel functions of order $v$ (see Ref. 6). Therefore all self-adjoint extensions of $\dot{h}_{l,\{R\}}$ are given by an $N^{2}$-parameter family of s.a. operators.

A particular $N$-parameter family of s.a. extensions of $\dot{h}_{l,\{R\}}$ corresponding to the quantum Hamiltonian describing $N \delta$-interactions with supports on concentric spheres of radii $0<R_{1}<R_{2} \cdots<R_{N}$ has been extensively studied in Ref. 2. In this paper we investigate to which situation the other s.a. extensions of $\dot{h}_{l,\{R\}}$ correspond. We will follow the strategy of Ref. 7 in the analogous treatment of point interactions (cf. also Ref. 8).

From the general theory of s.a. extensions of symmetric operators ${ }^{4}$ it follows that the s.a. extensions $h_{l, U,\{R\}}$ of $\dot{h}_{l,\{R\}}$ are given by

$$
\begin{gather*}
\mathscr{D}\left(h_{l, U,\{R\}}\right)=\left\{g+\sum_{j=1}^{N} C_{j}\left[\phi_{l, j+}+\sum_{j=1}^{N} U_{i j} \phi_{l, j-}\right]\right. \\
 \tag{2.9}\\
\left.\mid g \in \mathscr{D}\left(\dot{h}_{l,\{R\}}\right), \quad C_{j} \in C\right\}, \\
h_{l, U,\{R\}}\left\{g+\sum_{j=1}^{N} C_{j}\left[\phi_{l, j+}+\sum_{j=1}^{N} U_{i j} \phi_{l, j^{\prime}-}\right]\right\}  \tag{2.10}\\
=\dot{h}_{l,\{R\}} g+i \sum_{j=1}^{N} C_{j}\left[\phi_{l, j+}-\sum_{j=1}^{N} U_{l j j^{\prime}} \phi_{l, j^{\prime}-}\right],
\end{gather*}
$$

where $U_{i j^{\prime}}, 1 \leqslant j, j^{\prime} \leqslant N$, denotes a unitary matrix in $C^{N}$, and $\phi_{l, j_{ \pm}}=\phi_{l, j}(\sqrt{ \pm i}, r), \quad \operatorname{Im} \sqrt{ \pm i}>0$ provide a basis of $\operatorname{ker}\left[\dot{h}_{i,\{R\}}^{*} \mp i\right]$, respectively.

The case $U=-1$, i.e., $U_{i j^{\prime \prime}}=-\delta_{j j^{\prime}}$, gives the free ki-netic-energy Hamiltonian for fixed angular momentum $l$ :

$$
\begin{align*}
h_{l,-1,\{R\}}= & h_{l, 0}=-\frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{r^{2}}  \tag{2.11}\\
\mathscr{D}\left(h_{l, 0}\right)= & \left\{f \in L^{2}((0, \infty)) \mid f, f^{\prime} \in A C_{\mathrm{loc}}((0, \infty))\right. \\
& f\left(0_{+}\right)=0 \text { if } l=0 \\
& \left.-f^{\prime \prime}+l(l+1) r^{-2} f \in L^{2}((0, \infty))\right\}, \quad l \in N_{0} \tag{2.12}
\end{align*}
$$

From the above analysis we obtain a family of s.a. extensions of $\dot{H}$ given by

$$
\begin{equation*}
H_{U,\{R\}}=\stackrel{\infty}{\oplus} \underset{t=0}{\infty} \widetilde{U}^{-1} h_{l, U,\{R\}} \widetilde{U} \otimes 1 \tag{2.13}
\end{equation*}
$$

The particular case $U=-1$ yields the kinetic-energy operator

$$
\begin{equation*}
H_{-1,\{R\}}=-\Delta, \quad \mathscr{D}(-\Delta)=H^{2,2}\left(R^{3}\right) \tag{2.14}
\end{equation*}
$$

[ $H^{m, n}\left(R^{3}\right)$ being the standard Sobolev space ${ }^{9}$ ].
We note that the above treatment trivially generalizes to $n \geqslant 2$ dimensions using, e.g., Remark 2.1 in Ref. 1. Applying now Krein's formula ${ }^{4}$ we obtain

$$
\begin{align*}
& \left(h_{l, U,\{R\}}-k^{2}\right)^{-1} \\
& =\left(h_{l, 0}-k^{2}\right)^{-1}+\sum_{j, j=1}^{N}\left[M_{l}(k)\right]_{i j} \\
& \quad \times\left(\phi_{l, j}(-\bar{k}), \cdot\right) \phi_{l, j}(k), \\
& \quad k^{2} \in \rho\left(h_{l, U,\{R\}}\right), \quad \operatorname{Im} k>0, \quad U \neq-1, \quad l \in \mathbf{N}_{0} \tag{2.15}
\end{align*}
$$

where $\phi_{l, j}(k, r)$ is defined by (2.8) and

$$
\begin{align*}
& {\left[M_{l}(k)\right]_{j j}^{-1}-\left[M_{l}\left(k^{\prime}\right)\right]_{i j^{\prime}}^{-1} } \\
&=-\left(k^{2}-k^{\prime 2}\right)\left(\phi_{l, j}(-\bar{k}), \phi_{l, j}\left(k^{\prime}\right)\right) \\
&=-\left(k^{2}-k^{\prime 2}\right) \tilde{S}_{l}\left(k, k^{\prime}\right), \\
& k^{2}, k^{\prime 2} \in \rho\left(h_{l, U,\{R\}}\right), \quad \operatorname{Im} k>0, \quad \operatorname{Im} k^{\prime}>0 . \tag{2.16}
\end{align*}
$$

Using the first resolvent formula

$$
\begin{align*}
\left(k^{2}-k^{\prime 2}\right) g_{l, k} g_{l, k^{\prime}}= & g_{l, k}-g_{l, k^{\prime}} \\
& \operatorname{Im} k>0, \quad \operatorname{Im} k^{\prime}>0 \tag{2.17}
\end{align*}
$$

where

$$
\begin{equation*}
g_{l, k}=\left(h_{l, 0}-k^{2}\right)^{-1}, \quad \operatorname{Im} k>0 \tag{2.18}
\end{equation*}
$$

denotes the free resolvent with kernel

$$
g_{l, k}\left(r, r^{\prime}\right)=\left\{\begin{array}{ll}
(i \pi / 2) r^{1 / 2} H_{l+1 / 2}^{(1)}(k r) r^{1 / 2} J_{l+1 / 2}\left(k r^{\prime}\right), & r^{\prime} \leqslant r,  \tag{2.19}\\
(i \pi / 2) r^{1 / 2} H_{l+1 / 2}^{(1)}\left(k r^{\prime}\right) r^{1 / 2} J_{l+1 / 2}(k r), & r^{\prime} \geqslant r
\end{array} \quad \operatorname{Im} k \geqslant 0\right.
$$

we can rewrite (2.16) in the form

$$
\begin{equation*}
\left[M_{l}(k)\right]_{i j^{\prime}}^{-1}-\left[M_{l}\left(k^{\prime}\right)\right]_{i j}^{-1}=\left[g_{l}\left(k^{\prime}\right)\right]_{i j}-\left[g_{l}(k)\right]_{i j} \tag{2.20}
\end{equation*}
$$

where we have used the notation

$$
\begin{equation*}
\left[g_{l}(k)\right]_{j j}=\phi_{l, j}\left(k, R_{j}\right)=g_{l, k}\left(R_{j}, R_{j}\right) \tag{2.21}
\end{equation*}
$$

As a consequence of Eqs. (2.13) and (2.15) we infer that

$$
\begin{align*}
\left(H_{U,\{R\}}-k^{2}\right)^{-1}= & \left(H_{-1,\{R\}}-k^{2}\right)^{-1}+\stackrel{\oplus}{\oplus=0 m=-l} \stackrel{l}{\oplus} \sum_{j, j=1}^{N}\left[M_{l}(k)\right]_{l j}\left(|\cdot|^{-1} \phi_{l, f}(-\bar{k}) Y_{l,}^{m} \cdot\right)|\cdot|^{-1} \phi_{l, j}(k) Y_{l}^{m} \\
& k^{2} \in \rho\left(H_{U,\{R\}}\right), \quad \operatorname{Im} k>0 . \tag{2.22}
\end{align*}
$$

From the relation

$$
\begin{equation*}
\left(h_{l, U,\{R\}}-k^{2}\right)\left[\phi_{l, j+}+\sum_{j=1}^{N} U_{i j} \phi_{l, j-}\right]=\left(i-k^{2}\right) \phi_{l, j+}-\left(i+k^{2}\right) \sum_{j=1}^{N} U_{i j} \phi_{l, j-}, \quad 1 \leqslant j \leqslant N \tag{2.23}
\end{equation*}
$$

it follows that

$$
\begin{align*}
\left(h_{l, U,[R\}}+i\right)^{-1} \phi_{l, j+} & =(2 i)^{-1}\left[\phi_{l, j+}+\sum_{j=1}^{N} U_{j j} \phi_{l, j-}\right] \\
& =\left(h_{l, 0}+i\right)^{-1} \phi_{l, j+}+\sum_{j, j=1}^{N}\left[M_{l}(\sqrt{-i})\right]_{l, j-}\left(\phi_{l, j+}, \phi_{l, j+}\right) \phi_{l, j-} \\
& =(2 i)^{-1}\left(\phi_{l, j+}-\phi_{l, j-}\right)+\sum_{j, j=1}^{N}\left[M_{l}(\sqrt{-i})\right]_{f j( }\left(\phi_{l, j+}, \phi_{l, j+}\right) \phi_{l, j-}, \quad 1<j<N . \tag{2.24}
\end{align*}
$$

From (2.24) a straightforward computation yields

$$
\begin{equation*}
U_{j j}+\delta_{j j}=2 i \sum_{j=1}^{N}\left(\phi_{l, j+}, \phi_{l, j^{+}+}\right)^{T}\left[M_{i}(\sqrt{-i})\right]_{j j^{\prime},}^{T}, \quad 1 \leqslant j, j^{\prime} \leqslant N, \tag{2.25}
\end{equation*}
$$

since the $\phi_{l, j-}$ are linearly independent. (Here $M_{i j}^{T}=M_{j j}$ denotes the transposed matrix in $C^{N}$.) We note that (2.25) may be rewritten in the form

$$
\begin{equation*}
\left[M_{l}(\sqrt{-i})\right]^{-1}=2 i\left(U^{T}+1\right)^{-1} \tilde{S}_{l}(\sqrt{-i}, \sqrt{i}) \tag{2.26}
\end{equation*}
$$

Therefore, using Eqs. (2.20) and (2.26), we infer

$$
\begin{equation*}
\left[\left(M_{l}(k)\right]^{-1}=\left(U^{T}+1\right)^{-1}\left[g_{l}(\sqrt{i})-g_{l}(\sqrt{-i})\right]+g_{l}(\sqrt{-i})-g_{l}(k) .\right. \tag{2.27}
\end{equation*}
$$

Equations (2.15) and (2.27) imply that the spectrum of $h_{l, U,(R)}$ is given by the absolutely continuous spectrum of $h_{l, 0}$, and that the point spectrum is determined by

$$
\begin{equation*}
\sigma_{p}\left(h_{l, U,\{R\}}\right)=\left\{k \in C \mid \operatorname{det}\left[M_{l}(k)\right]^{-1}=0\right\} . \tag{2.28}
\end{equation*}
$$

The particular case

$$
\begin{equation*}
\left[M_{l}(k)\right]_{i j}^{-1}=\left[\alpha_{j i}^{-1} \delta_{j j}+\left(g_{l}(k)\right)_{i j}\right]_{i j=1}^{N}, \quad-\infty<\alpha_{j l} \leqslant \infty, \tag{2.29}
\end{equation*}
$$

gives rise to the Hamiltonian describing a finite number of $\delta$-interactions with support on concentric spheres, ${ }^{2}$ whereas

$$
\begin{align*}
& {\left[M_{l}(k)\right]^{-1}=\left[\beta_{j l}^{-1} \delta_{j j}-\tilde{\phi}_{l, j}^{\prime}\left(k, R_{j}\right)\right]_{j=1}^{N}, \quad-\infty<\beta_{j l} \leqslant \infty,}  \tag{2.30}\\
& \tilde{\phi}_{l, j}(k, r)= \begin{cases}\left.(i \pi / 2)\left[r^{1 / 2} H_{l+1 / 2}^{(1)}(k r)\right]^{\prime}\right|_{r=R_{j}} r^{1 / 2} J_{l+1 / 2}(k r), & r<R_{j}, \\
\left.(i \pi / 2)\left[r^{1 / 2} J_{l+1 / 2}(k r)\right]^{\prime}\right|_{r=R_{j}} r^{1 / 2} H_{l+1 / 2}^{(1)}(k r), \quad r>R_{j}, \quad \operatorname{Im} k>0,\end{cases} \tag{2.31}
\end{align*}
$$

yields the Hamiltonian of $N \delta^{\prime}$-interactions supported by concentric spheres. ${ }^{3}$

## III. APPROXIMATION OF $h_{l, U,[f]}$ BY MOMENTUM CUT OF HAMILTONIANS

Here we define a family of operators $\hat{h}_{l, \omega}$ and show that $\hat{h}_{l, U\{R\}}$ (the operator $h_{l, U,\{R\}}$ in momentum representation) can be obtained as a norm-resolvent limit of $\hat{h}_{l, \omega}$ as $\omega \rightarrow \infty$. Let

$$
\begin{align*}
& \hat{h}_{l, \omega}=p^{2}+\sum_{j, j=1}^{N}\left[\Lambda_{l}^{\omega}\right]_{l j} \varphi_{l, j}^{\omega}(p)\left(\varphi_{l, j}^{\omega}, \cdot\right),  \tag{3.1}\\
& \varphi_{L, j}^{\omega}(p)=\left(R_{j} / 2 \pi\right)^{1 / 2} \chi_{\omega}(p) j_{l}\left(p R_{j}\right)=\chi_{\omega}(p) \varphi_{l, j}(p), \tag{3.2}
\end{align*}
$$

where $j_{l}(z)$ is the spherical Bessel function and $\chi_{\omega}$ is defined by

$$
\chi_{\omega}(p)= \begin{cases}1, & \text { if }|p| \leqslant \omega,  \tag{3.3}\\ 0, & \text { if }|p|>\omega .\end{cases}
$$

The resolvent of $\hat{h}_{L, \omega}$ is given by

$$
\begin{align*}
\left(\hat{h}_{l, \omega}-\right. & \left.k^{2}\right)^{-1} \\
= & \left(p^{2}-k^{2}\right)^{-1}+\left(p^{2}-k^{2}\right)^{-1} \\
& \times \sum_{j, f=1}^{N}\left[M_{l}^{\omega}(k)\right]_{j^{j}}\left|\varphi_{l, j}^{\omega}\right\rangle\left\langle\left(p^{2}-\bar{k}^{2}\right)^{-1} \varphi_{l, j}^{\omega}\right| \\
= & \left(p^{2}-k^{2}\right)^{-1}+\sum_{j, j=1}^{N}\left[M_{l}^{\omega}(k)\right]_{i j} \\
& \times\left|\chi_{\omega} F_{l, k, j}\right\rangle\left\langle\chi_{\omega} F_{l,-}, \tilde{k}_{j, j}\right|, \tag{3.4}
\end{align*},
$$

where

$$
\begin{align*}
& F_{l, k, j}(p)= {\left[\left(R_{j} / 2 \pi\right)^{1 / 2} j_{l}\left(p R_{j}\right)\right] /\left(p^{2}-k^{2}\right), }  \tag{3.5}\\
&-\left[M_{l}^{\omega}(k)\right]_{j j^{\prime}}^{-1}=\left[\Lambda_{l}^{\omega}\right]_{j j^{\prime}}^{-1}+\left(g_{l}^{\omega}(k)\right)_{j j},  \tag{3.6}\\
&\left(g_{l}^{\omega}(k)\right)_{j j}=\left(\varphi_{l, j}^{\omega}\left(p^{2}-k^{2}\right) \varphi_{l, j}^{\omega}\right) \\
&= \frac{1}{2 \pi}\left(R_{j} R_{f}\right)^{1 / 2} \int_{|p|<\omega} \frac{p^{2} d p j_{l}\left(p R_{j}\right) j_{l}\left(p R_{j}\right)}{p^{2}-k^{2}}, \\
& \operatorname{Im} k>0 . \tag{3.7}
\end{align*}
$$

Let $g_{l}^{L}(k)$ be the $N \times N$ matrix with elements $\left(g_{l}^{N}(k)\right)_{j j}$. Then as $\omega \rightarrow \infty, g_{l}^{\omega}(k)$ converges to the matrix $g_{l}(k)$ with elements

$$
\begin{equation*}
\left(g_{l}(k)\right)_{j j}=\frac{1}{2 \pi}\left(R_{j} R_{j}\right)^{1 / 2} \int_{0}^{\infty} \frac{p^{2} d p j_{l}\left(p R_{j}\right) j_{l}\left(p R_{j}\right)}{p^{2}-k^{2}} \tag{3.8}
\end{equation*}
$$

The integral in (3.8) can be performed explicitly, and indeed one gets (see Ref. 10, p. 119)

$$
\frac{1}{2 \pi}\left(R_{j} R_{j}\right)^{1 / 2} \int_{0}^{\infty} \frac{p^{2} d p j_{l}\left(p R_{j}\right) j_{l}\left(p R_{f}\right)}{p^{2}-k^{2}}=g_{l, k}\left(R_{j}, R_{j}\right) .
$$

We note that in momentum representation the resolvent of $h_{l, U,\{R\}}$ [cf. Eq. (2.15)] reads

$$
\begin{align*}
& \left(\hat{h}_{l, U,\{R\}}-k^{2}\right)^{-1} \\
& \quad=\left(p^{2}-k^{2}\right)^{-1}+\left(p^{2}-k^{2}\right)^{-1} \\
& \quad \times \sum_{j, j=1}^{N}\left[M_{l}(k)\right]_{i j}\left|\varphi_{l, j}\right\rangle\left\langle p^{2}-\bar{k}^{2}\right) \varphi_{l, j} \mid \\
& \quad=\left(p^{2}-k^{2}\right)^{-1}+\sum_{j, j=1}^{N}\left[M_{l}(k)\right]_{j j}\left|F_{l, k, j}\right\rangle\left\langle F_{l,-\bar{k}, j}\right| . \tag{3.9}
\end{align*}
$$

A short computation shows that the rank-1 operator $\left|\chi_{\omega} F_{l, k, j}\right\rangle\left\langle\chi_{\omega} F_{l,-\bar{k}_{, j}}\right|$ converges in Hilbert-Schmidt norm to the operator $\left|F_{l, k, j}\right\rangle\left\langle F_{l,-\bar{k}, j}\right|$ as $\omega \rightarrow \infty$ when $\operatorname{Im} k>0$, i.e.,
$\lim _{\omega \rightarrow \infty} \|\left|\chi_{\omega} F_{l, k, j}\right\rangle\left\langle\chi_{\omega} F_{l,-\bar{k}, j}\right|-\left|F_{l, k, j}\right\rangle\left\langle F_{l,-\bar{k}, j}\right| \|_{2}=0$,

$$
\begin{equation*}
\operatorname{Im} k>0 \tag{3.10}
\end{equation*}
$$

Consequently $\hat{h}_{l, \omega}$ converges to $\hat{h}_{l, U,\{R\}}$ in the norm-resolvent sense iff

$$
\begin{equation*}
\lim _{\omega \rightarrow \infty}\left[M_{l}^{\omega}(k)\right]_{i j}=\left[M_{l}(k)\right]_{j j} \tag{3.11}
\end{equation*}
$$

Therefore we have to choose the matrices $\Lambda_{l}^{\omega}$ in such a way that (3.11) is fulfilled. Thus if we choose $\Lambda_{l}$ to be independent of $\omega$ and equal to

$$
\begin{align*}
-\Lambda_{l}^{-1}= & -\left[\Lambda_{l}^{\omega}\right]^{-1} \\
= & {\left[g_{l}(\sqrt{i})-g_{l}(\sqrt{-i})\right]\left(U^{T}+1\right)^{-1} } \\
& +g_{l}(\sqrt{-i}) \tag{3.12}
\end{align*}
$$

then (3.11) is trivially satisfied and we obtain the relationship between the Hermitian matrix $\Lambda_{l}$ and the unitary matrix $U$. We note that there is an interesting characterization of elements of the domain $\mathscr{D}\left(h_{l, U,\{R\}}\right)$ in terms of boundary conditions, namely, for every function $f_{l} \in \mathscr{D}\left(h_{l, U,\{R\}}\right)$ the jump of the derivative of $f_{l}$ at a fixed point $R_{j} \in[0, \infty)$ is given by

$$
\begin{equation*}
f_{l}^{\prime}\left(R_{j+}\right)-f_{l}^{\prime}\left(R_{j-}\right)=\sum_{j=1}^{N}\left[\Lambda_{l}\right]_{j j} f_{l}\left(R_{j}\right) \tag{3.13}
\end{equation*}
$$

where $\Lambda_{l}$ represents coupling constants in front of $\delta$ potentials with nonseparated boundary conditions (called "nonlocal" $\delta$ potentials in Ref. 7). Locality of these potentials has been proved in Ref. 11.

## IV. APPROXIMATION OF $\boldsymbol{h}_{1, u,[f]}$ BY SCALED SEPARABLE HAMILTONIANS

In this section we show that $h_{l, U,\{R\}}$ can be obtained as a norm-resolvent limit of a family of scaled separable Hamiltonians. Let us define in $L^{2}((0, \infty))$

$$
\begin{equation*}
h_{l}^{\varepsilon}=h_{l, 0}+\varepsilon^{-2} \sum_{j, j=1}^{N}\left[C_{l}(\varepsilon)\right]_{j j}\left|\psi_{l, j}^{\varepsilon}\right\rangle\left\langle\psi_{l, j}^{\varepsilon}\right|, \quad \varepsilon>0, \tag{4.1}
\end{equation*}
$$

where $C_{l}(\varepsilon)$ denotes a Hermitian matrix and $\psi_{l, j}^{\ell}$ is centered around $R_{j}$, e.g.,

$$
\begin{equation*}
\psi_{l, j}^{\ell}(r)=\varepsilon^{-1 / 2} \psi_{l, j}\left(\left(r-R_{j}\right) / \varepsilon\right) \tag{4.2}
\end{equation*}
$$

for some function $\psi_{l, j} \in L^{1}((0, \infty))$. The resolvent $R_{k^{2}}^{\varepsilon}$ of $h_{l}^{\varepsilon}$ is given by

$$
\begin{gather*}
\left(h_{l}^{\varepsilon}-k^{2}\right)^{-1}=\left(h_{l, 0}-k^{2}\right)^{-1}+\delta R_{k^{2}}^{\varepsilon}, \\
\delta R_{k^{2}}^{\varepsilon}=\sum_{j, j=1}^{N}\left(h_{l, 0}-k^{2}\right)^{-1}\left[D_{l}(\varepsilon)\right]_{j j} \\
\times\left|\psi_{l, j}^{\varepsilon}\right\rangle\left\langle\left(h_{l, 0}-k^{2}\right)^{-1} \psi_{l, j}^{\varepsilon}\right|, \tag{4.3}
\end{gather*}
$$

with

$$
\begin{align*}
-\left[D_{l}(\varepsilon)\right]_{j j^{-1}}^{-1}= & \varepsilon^{2}\left[C_{l}(\varepsilon)\right]_{j j^{-1}} \\
& +\left\langle\psi_{l, j}^{\varepsilon},\left(h_{l, 0}-k^{2}\right)^{-1} \psi_{l, j}^{\varepsilon}\right\rangle \tag{4.4}
\end{align*}
$$

We observe that there is norm convergence:
$\delta R_{k^{2}}^{\epsilon} \xrightarrow[\varepsilon \rightarrow 0]{\|\circ\|} \sum_{j, j}^{N}\left[M_{l}(k)\right]_{j j}\left|\phi_{l, j}(k)\right\rangle\left\langle\phi_{l, j^{\prime}}(-\bar{k}) \mid, \quad \operatorname{Im} k\right\rangle 0$,
if $\varepsilon^{-1}\left[D_{l}(\varepsilon)\right]^{-1}$ converges to $\left[M_{l}(k)\right]^{-1}$ and $\int_{0}^{\infty} \psi_{l, j}(r) d r$ $=1 \neq 0$. This allows us to adjust the $\varepsilon$ dependence of $D_{l}(\varepsilon)$. We may take the following dependence of $\left[C_{l}(\varepsilon)\right]_{i j}$ :

$$
\begin{equation*}
\left[C_{l}(\varepsilon)\right]_{i j}^{-1}=\left(\varepsilon^{-1}+O(1)\right)\left(\widetilde{C}_{l}\right)_{i^{\prime}}^{-1} \tag{4.6}
\end{equation*}
$$

Then the study of the limit

$$
\lim _{\varepsilon \rightarrow 0_{+}} \varepsilon^{-1}\left[D_{l}(\varepsilon)\right]^{-1}=\left[M_{l}(k)\right]^{-1}
$$

gives

$$
\begin{aligned}
-\widetilde{C}_{l}^{-1}= & {\left[g_{l}(\sqrt{i})-g_{l}(\sqrt{-i})\right]\left(U^{T}+1\right)^{-1} } \\
& +g_{l}(\sqrt{-i})
\end{aligned}
$$

Again $\widetilde{C}_{l}$ corresponds to coupling constants of $\delta$ potentials with nonseparated boundary conditions.
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#### Abstract

Separable solutions of the perturbed cubic Schrödinger equation that are sinusoidal in time with frequency $\Omega_{\epsilon}$ are considered. Two processes associated with the integrable limit $\epsilon \rightarrow 0$ are demonstrated. The first will be called a selection mechanism and is demonstrated for Ginzburg-Landau-type perturbations. The second is a resonant limit process and will be demonstrated for perturbations containing spatial driving terms of wave number $q$. Spatially chaotic behavior is studied in the limits $\Omega_{\epsilon} \rightarrow 0, q \rightarrow 0$ and $\Omega_{\epsilon \rightarrow \infty}, q \rightarrow \infty$ such that $q / \Omega_{\epsilon}^{\alpha}$ $=$ const.


## I. INTRODUCTION

We consider separable solutions of the perturbed cubic Schrödinger equation,
$i \psi_{t}+\psi_{x x}+|\psi|^{2} \psi=\epsilon f\left(x, t ; \psi, \psi_{x}, \psi_{t}, \ldots\right) \quad(\epsilon \ll 1)$,
which are of the form

$$
\begin{equation*}
\psi_{\epsilon}(x, t)=\exp \left(i \Omega_{\epsilon} t\right) P_{\epsilon}(x) \tag{1.2}
\end{equation*}
$$

The periodic standing-wave solutions of the unperturbed problem, $\epsilon=0$, are well known and have been studied previously. The perturbed nonlinear Schrödinger equation has been studied recently by a number of authors who, for the most part, focus on the fate of solitons under small perturbations in their evolution equations. ${ }^{1-3}$ Generally speaking, these questions are important in discerning how sensitive certain solutions are to small changes in the model equations, a concept that is commonly termed structural stability. Our purpose is to demonstrate two processes that are associated with the integrable limit $\epsilon \rightarrow 0$. The first will be called a selection mechanism and is demonstrated for Ginz-burg-Landau-type perturbations,

$$
\begin{equation*}
f\left(\psi, \psi_{x x}\right)=i\left[\psi+\psi_{x x}-|\psi|^{2} \psi\right] . \tag{1.3}
\end{equation*}
$$

This form of perturbation has the effect of complexifying the coefficients of the nonlinear Schrödinger equation, which introduces important new phenomena. ${ }^{4-12}$ The GinzburgLandau (GL) equation in this form arises in the study of hydrodynamic stability theory (see references listed in Ref. 5). The second process we call a resonant limit process, which will be demonstrated for simple linear functions,

$$
\begin{align*}
f\left(\psi, \psi_{x}\right)= & \gamma_{1} \psi \cos (q x)+\gamma_{2} \cos (q x) \exp \left(i \Omega_{\epsilon} t\right) \\
& -\gamma_{3} \psi_{x} \quad\left(\gamma_{1}, \gamma_{2}, \gamma_{3} \in R \geqslant 0\right) . \tag{1.4}
\end{align*}
$$

Section II contains a brief review of known facts about the standing-wave solutions of the unperturbed and perturbed problems. We start by studying the separable solutions (1.2) of the unperturbed problem. This leads to a sec-ond-order nonlinear ordinary differential equation (ODE) for the spatial function $P_{0}$ whose solutions are given by periodic Jacobian elliptic functions. After fixing the two constants of integration, the solutions form a continuous family which can be parametrized by a similarity parameter $\lambda$ or, equivalently, by the temporal frequency $\Omega_{0}$. Thus it is shown
that an extra mechanism is needed in order to fix the parameter $\lambda$, thereby uniquely determining a solution of the unperturbed problem. We then study the separable solutions of the Ginzburg-Landau equation (1.1), (1.3). Results from Refs. 4-6 are mentioned in which the periodic spatial part of the solution is given both asymptotically and numerically. Contrary to the unperturbed case, once the constants of integration are chosen, there are no remaining free parameters. In Sec. III we describe a selection mechanism by which distinguished values for the similarity parameter $\lambda$ and the frequency $\Omega_{0}$ are picked out in the limit $\epsilon \rightarrow 0$. Explicit examples of how this selection mechanism works are given. In addition, it is mentioned that the selection process can also be viewed as a bifurcation problem in $\epsilon$. In Sec. IV we study perturbations of the form (1.4). Using a version of the Melnikov technique ${ }^{13,14}$ we discuss the existence of spatially chaotic behavior in special regions of the parameter space ( $\gamma_{1}, \gamma_{2}, \gamma_{3}$ ). The results are summarized in Theorem 1. The chaotic regions are then studied as functions of frequency $\Omega_{\epsilon}$ and wave number $q$. In particular, a resonant limit process is introduced and summarized in Lemma 2, which describes the size of the chaotic regions as $\Omega_{\epsilon} \rightarrow 0, q \rightarrow 0$ and $\Omega_{\epsilon} \rightarrow \infty$, $q \rightarrow \infty$ such that $q / \Omega_{\epsilon}^{\alpha}=$ const.

## II. SPATIALLY PERIODIC STANDING WAVES

Consider first the unperturbed cubic Schrödinger equation,

$$
\begin{equation*}
i \psi_{t}+\psi_{x x}+|\psi|^{2} \psi=0 \tag{2.1}
\end{equation*}
$$

When (1.2) is substituted into (2.1), this yields an ordinary differential equation for the spatial function $P_{0}$ :

$$
\begin{equation*}
\ddot{P}_{0}=\Omega_{0} P_{0}-P_{0}^{3} \tag{2.2}
\end{equation*}
$$

It is well known that this equation can be put in the form of a Hamiltonian system with one degree of freedom. ${ }^{15}$ For present purposes we will not pursue this approach, but instead integrate (2.2) directly. Multiplying (2.2) by $P_{0}$ and integrating once yields

$$
\begin{equation*}
\left(\dot{P}_{0}\right)^{2}=E-V\left(P_{0}\right), \tag{2.3}
\end{equation*}
$$

where $E$ is an arbitrary constant of integration. The potential $V$ is given by

$$
\begin{equation*}
V\left(P_{0}\right)=\frac{1}{2} P_{0}^{4}-\Omega_{0} P_{0}^{2} \tag{2.4}
\end{equation*}
$$

There are three distinct solutions to (2.3) that depend on the constant of integration (energy level) $E$.
(a) $E<0$ :

$$
\begin{align*}
& P_{0}(x)= \pm \sqrt{ } 2 \lambda \operatorname{dn}\left(\lambda\left(x-x_{0}\right), k\right)  \tag{2.5}\\
& k^{2}=\left(2 \lambda^{2}-\Omega_{0}\right) / \lambda^{2} \tag{2.6}
\end{align*}
$$

Here $x_{0}$ is the second constant of integration, and $k$ is the modulus of the even Jacobian elliptic function dn. The similarity parameter $\lambda$ is related to $k$ and $\Omega_{0}$ via (2.6). The energy level $E$ is related to $\lambda$ and $\Omega_{0}$ by the formula

$$
\begin{equation*}
E=2 \lambda^{2}\left(\lambda^{2}-\Omega_{0}\right)<0 \tag{2.7}
\end{equation*}
$$

(b) $E>0$ :

$$
\begin{align*}
& P_{0}(x)= \pm \sqrt{\Omega_{0}+\lambda^{2}} \mathrm{cn}\left(\lambda\left(x-x_{0}\right), k\right)  \tag{2.8}\\
& k^{2}=\left(\Omega_{0}+\lambda^{2}\right) / 2 \lambda^{2} \tag{2.9}
\end{align*}
$$

Here $k$ is the modulus of the Jacobian elliptic function cn . The energy level $E$ is related to $\Omega_{0}$ and $\lambda$ via the formula

$$
\begin{align*}
& E=\frac{1}{2}\left(\lambda^{4}-\Omega_{0}^{2}\right)  \tag{2.10}\\
& \text { (c) } E=0 \\
& P_{0}(x)= \pm \sqrt{ } 2 \lambda \operatorname{sech}\left(\lambda\left(x-x_{0}\right)\right) \tag{2.11}
\end{align*}
$$

This is the limiting case of (a), (b) in which the modulus $k \rightarrow 1$.

We now focus our attention on the even solutions (2.5). Once the two constants of integration $E$ and $x_{0}$ are fixed, the solutions (2.5) form a continuous family parametrized by the similarity parameter $\lambda$ or the frequency $\Omega_{0}$. This can be seen by solving (2.7) for $\Omega_{0}$ :

$$
\begin{equation*}
\Omega_{0}(\lambda, E)=\lambda^{2}-E / 2 \lambda^{2} \tag{2.12}
\end{equation*}
$$

Substituting (2.12) into (2.6) yields

$$
\begin{equation*}
k^{2}=1+E / 2 \lambda^{4} \tag{2.13}
\end{equation*}
$$

Thus for a given value of $E$ the parameter $\lambda$ can be chosen freely, which then fixes the modulus (2.13) and the frequency (2.12). Without loss of generality we set $x_{0}=0$ in future considerations, and for definiteness we only consider the positive solutions.

Consider now standing-wave solutions (1.2) of the Ginzburg-Landau equation (1.1), (1.3) with $0<\epsilon<1$. Upon substitution this yields a complex spatial Duffing-type equation, which we write

$$
\begin{equation*}
\frac{\ddot{P}_{\epsilon}}{P_{\epsilon}}=\frac{\left(\Omega_{\epsilon}+i \epsilon\right)}{(1-i \epsilon)}-\frac{(1+i \epsilon)}{(1-i \epsilon)}\left|P_{\epsilon}\right|^{2} \tag{2.14}
\end{equation*}
$$

Now introduce polar coordinates $P_{\epsilon}(x)=R(x) \exp (i \theta(x))$ and use the transformation

$$
\begin{equation*}
W \equiv U+i V=\dot{P}_{\epsilon} / P_{\epsilon}=\dot{R} / R+i \dot{\theta} \tag{2.15}
\end{equation*}
$$

Note that by differentiating $W$ once we see that $W$ satisfies a complex Riccati equation,

$$
\begin{equation*}
\dot{W}+W^{2}=\ddot{P}_{\epsilon} / P_{\epsilon} \tag{2.16}
\end{equation*}
$$

Equating the real and imaginary parts of (2.14), (2.16) yields

$$
\begin{align*}
& \dot{U}=\alpha_{1}-U^{2}+V^{2}-\alpha_{2} R^{2},  \tag{2.17}\\
& \dot{V}=\beta_{1}-2 U V-\beta_{2} R^{2}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha_{1}=\left(\Omega_{\epsilon}-\epsilon^{2}\right) /\left(1+\epsilon^{2}\right) \\
& \alpha_{2}=\left(1-\epsilon^{2}\right) /\left(1+\epsilon^{2}\right) \\
& \beta_{1}=\epsilon\left(1+\Omega_{\epsilon}\right) /\left(1+\epsilon^{2}\right),  \tag{2.18}\\
& \beta_{2}=2 \epsilon /\left(1+\epsilon^{2}\right)
\end{align*}
$$

Now equating the real and imaginary parts of (2.15) gives

$$
\begin{align*}
& \dot{R}=U R,  \tag{2.19}\\
& \dot{\theta}=V \tag{2.20}
\end{align*}
$$

The system of equations (2.17), (2.19) forms a closed system of three equations in the three unknowns ( $U, V, R$ ) that determines the spatial structure of standing-wave solutions (1.2) to the Ginzburg-Landau equation (1.1), (1.3). It has been shown in Refs. 5 and 6 that this system supports a rich variety of solutions (see also Refs. 7-9). For our purposes it is sufficient to note that for $\epsilon>0$, there is a range of frequencies $\Omega_{\epsilon}$ for which periodic solutions to (2.17), (2.19) of wave number $q$ exist and are stable. In addition, a dispersion relation has been computed relating the frequency $\Omega_{\epsilon}$ to the spatial wave number $q$. We refer the reader to Figs. 1 and 2 of Ref. 5 for plots of the periodic solutions and the nonlinear dispersion relation. Contrary to the unperturbed $\epsilon=0$ case, there is no extra parameter in the problem; thus, once $\Omega_{\epsilon}$ and $\epsilon$ are fixed, a unique periodic solution is determined.

## III. SELECTION MECHANISM

Our purpose here is to show how the limit $\epsilon \rightarrow 0$ in (1.1), (1.3) selects a particular value for the similarity parameter $\lambda$ in the solution (2.5) of the unperturbed problem (1.1). We will focus only on the spatially even solutions (2.5). For this, an extra relationship is needed for the $\epsilon \neq 0$ problem relating the frequency $\Omega_{\epsilon}$ to the spatial function $P_{\epsilon}$. Thus we prove the following lemma.

Lemma 1: For spatially periodic solutions of the GL equation (1.1), (1.3) of the form (1.2) ( $P_{\epsilon}$ complex) we have
$\left(1+\Omega_{\epsilon}\right)=2\left\|P_{\epsilon}\right\|_{4}^{4} /\left\|P_{\epsilon}\right\|_{2}^{2}$,
$\left\|P_{\epsilon_{x}}\right\|^{2}=\frac{\left(1-\epsilon^{2}\right)}{\left(1+\epsilon^{2}\right)}\left\|P_{\epsilon}\right\|_{4}^{4}-\frac{\left(\Omega_{\epsilon}-\epsilon^{2}\right)}{\left(1+\epsilon^{2}\right)}\left\|P_{\epsilon}\right\|_{2}^{2}$,
where
$\left\|P_{\epsilon}\right\|_{n}^{n}=\int_{0}^{L}\left|P_{\epsilon}\right|^{n} d x, \quad L=\frac{2 \pi}{q}=$ spatial period.
Proof: Substitute (1.2) into (1.1), (1.3) to get an ODE for the spatial function

$$
\begin{equation*}
\ddot{P}_{\epsilon}=\frac{\left(\Omega_{\epsilon}+i \epsilon\right)}{(1-i \epsilon)} P_{\epsilon}-\frac{(1+i \epsilon)}{(1-i \epsilon)}\left|P_{\epsilon}\right|^{2} P_{\epsilon} \tag{3.4}
\end{equation*}
$$

Multiply (3.4) by the complex conjugate of $P_{\epsilon}$ and integrate over a period. Separating real and imaginary parts gives the result.

We now show how the condition (3.1) is used in the limit $\epsilon \rightarrow 0$ to provide an extra constraint on the relationship (2.12), (2.13), thus picking out a limiting frequency $\Omega_{0}$ and amplitude $\lambda$ for the solution (2.5). The limit $\epsilon \rightarrow 0$ requires us to impose two compatibility conditions relating the separable solutions of the unperturbed problem to those of the perturbed problem. These two conditions are as follows.
(1) Periodicity condition:

$$
\begin{equation*}
2 K / \lambda=2 \pi / q \tag{3.5}
\end{equation*}
$$

where $K$ is the complete elliptic integral. This condition guarantees that the period of the Jacobian elliptic function solution (2.5) matches the period of the $\epsilon \neq 0$ problem in the limit $\epsilon \rightarrow 0$.
(2) Selection mechanism:

$$
\begin{equation*}
\left(1+\Omega_{\epsilon}\right)=2\left\|P_{\epsilon}\right\|_{4}^{4} /\left\|P_{\epsilon}\right\|_{2}^{2} \tag{3.6}
\end{equation*}
$$

This condition holds for all separable solutions (1.2) of the GL equation for $\epsilon \neq 0$; hence we apply the condition in the limit $\epsilon \rightarrow 0$.

We now carry out this selection process for two specific cases.

Example 1: Fix the wave number $q$ of the $\epsilon \neq 0$ problem (1.1), (1.3) such that $q^{2}=2$. Then the limiting solution of the unperturbed cubic Schrödinger equation (1.1), for $\epsilon=0$, is the spatially independent solution

$$
\begin{equation*}
\psi_{0}=e^{i t} \tag{3.7}
\end{equation*}
$$

To see this we must show that the limiting frequency $\Omega_{0}=1$, and that the spatial part of the solution (2.5) reduces to unity. This is most easily seen by fixing the modulus of (2.5):

$$
\begin{equation*}
k^{2}=0 \tag{3.8}
\end{equation*}
$$

From a standard table of elliptic integrals, ${ }^{16}(3.8) \Rightarrow$

$$
\begin{equation*}
K=\pi / 2 \tag{3.9}
\end{equation*}
$$

Using the periodicity condition (3.5) and (3.9) we get

$$
\begin{equation*}
2 \lambda=q \tag{3.10}
\end{equation*}
$$

Now using (3.8) and (2.6) gives

$$
\begin{equation*}
2 \lambda^{2}=\Omega_{0} \tag{3.11}
\end{equation*}
$$

Using the selection criterion (3.6) and the fact that $\operatorname{dn}(x, 0)=1$ gives

$$
\begin{equation*}
\frac{1}{2}\left(1+\Omega_{0}\right)=2 \lambda^{2} \tag{3.12}
\end{equation*}
$$

Thus (3.12) and (3.11) $\Rightarrow$

$$
\begin{equation*}
\Omega_{0}=1 \tag{3.13}
\end{equation*}
$$

Furthermore, (3.13) and (3.11) $\Rightarrow$

$$
\begin{equation*}
\lambda^{2}=\frac{1}{2} \tag{3.14}
\end{equation*}
$$

Equation (3.14) combined with (3.10) $\Rightarrow$

$$
\begin{equation*}
q^{2}=2 \tag{3.15}
\end{equation*}
$$

Finally, using (3.13)-(3.15) with (3.8) and (1.2) $\Rightarrow$ (3.7).
Example 2: Fix the wave number $q$ of the $\epsilon \neq 0$ problem (1.1), (1.3) such that $q=0$. Then the limiting solution of the unperturbed cubic Schrödinger equation (1.1) for $\epsilon=0$ is

$$
\begin{equation*}
\psi_{0}=\sqrt{\frac{6}{5}} \exp \left(\frac{3}{5} i t\right) \operatorname{sech}\left(\sqrt{\frac{3}{3}} x\right) \tag{3.16}
\end{equation*}
$$

To see this we must show that the limiting frequency $\Omega_{0}=\frac{3}{5}$, and that the spatial part of the solution reduces to $\sqrt{\frac{5}{5}} \operatorname{sech}\left(\sqrt{\frac{3}{5}} x\right)$. This is most easily seen by fixing the modulus of (2.5):

$$
\begin{equation*}
k^{2}=1 \tag{3.17}
\end{equation*}
$$

From a standard table of elliptic integrals, ${ }^{16}$ (3.17) $\Rightarrow$

$$
\begin{equation*}
K=\infty \tag{3.18}
\end{equation*}
$$

Using the periodicity condition (3.5) and (3.18) $\Rightarrow$

$$
\begin{equation*}
q=0 \tag{3.19}
\end{equation*}
$$

Now using (3.17) and (2.6) $\Rightarrow$

$$
\begin{equation*}
\Omega_{0}=\lambda^{2} \tag{3.20}
\end{equation*}
$$

Using the selection criterion (3.6) and the fact that $\operatorname{dn}(x, 1)=\operatorname{sech}(x)$ gives

$$
\begin{equation*}
\frac{1}{2}\left(1+\Omega_{0}\right)=4 \lambda^{2} / 3 \tag{3.21}
\end{equation*}
$$

Here we have used the identities

$$
\begin{align*}
& \int_{0}^{\infty} \operatorname{sech}^{2}(x) d x=1  \tag{3.22}\\
& \int_{0}^{\infty} \operatorname{sech}^{4}(x) d x=\frac{2}{3} \tag{3.23}
\end{align*}
$$

Thus (3.21) and (3.20) $\Rightarrow$

$$
\begin{equation*}
\lambda^{2}=\Omega_{0}=\frac{3}{3} \tag{3.24}
\end{equation*}
$$

Finally, using (3.17), (3.19), and (3.24) in (1.2) and (2.5) $\Rightarrow$ (3.16).

We remark that, equivalently, one can view this selection mechanism as a bifurcation problem in the parameter $\epsilon$. The limiting frequencies $\Omega_{0}$ of the unperturbed problem that are "selected" in the limit $\epsilon \rightarrow 0$ are the bifurcation points along the $\Omega_{\varepsilon}$ axis. The periodic standing-wave solutions to the system (2.17), (2.19) are the bifurcated Jacobian elliptic functions of the unperturbed problem.

## IV. SPATIALLY CHAOTIC REGIONS

We now turn to perturbations of the form (1.4) and discuss the existence of spatially chaotic behavior in certain parameter regions. When the separable solution (1.2) is substituted into (1.1), (1.4) one gets
$\ddot{P}_{\epsilon}=\Omega_{\epsilon} P_{\epsilon}-P_{\epsilon}^{3}+\epsilon\left(\gamma_{1} P_{\epsilon} \cos (q x)+\gamma_{2} \cos (q x)-\gamma_{3} \dot{P}_{\epsilon}\right)$.
An equation similar to this but with different perturbation terms is studied in Ref. 17, where it is shown that chaotic (temporal) behavior occurs for certain parameter regions. We first follow a similar analysis and view (4.1) as a perturbation from a Hamiltonian system for $\epsilon \ll 1$. This allows us to apply methods due to Melnikov ${ }^{13,14}$ to show under what parameter restrictions ( $\gamma_{1}, \gamma_{2}, \gamma_{3}$ ) chaotic behavior occurs.

After rescaling (4.1) such that

$$
\begin{equation*}
P_{\epsilon}=\sqrt{\Omega_{\epsilon}} F, \quad x=\sqrt{1 / \Omega_{\epsilon}} X \tag{4.2}
\end{equation*}
$$

one arrives at the first-order perturbed Hamiltonian system

$$
\begin{align*}
\dot{F}= & G \\
\dot{G}= & F-F^{3}+\epsilon\left(\frac{\gamma_{1}}{\Omega_{\epsilon}} F \cos \left(\frac{q X}{\sqrt{\Omega_{\epsilon}}}\right)\right.  \tag{4.3}\\
& \left.+\frac{\gamma_{2}}{\Omega_{\epsilon}^{3 / 2}} \cos \left(\frac{q X}{\sqrt{\Omega_{\epsilon}}}\right)-\frac{\gamma_{3}}{\sqrt{\Omega_{\epsilon}}} G\right)
\end{align*}
$$

We study the phase space of the perturbed system (4.3), $\epsilon<1$, near the unperturbed separatrix solution:

$$
\begin{align*}
& F_{0}(X)=\sqrt{ } 2 \operatorname{sech}(X) \\
& G_{0}(X)=-\sqrt{ } 2 \operatorname{sech}(X) \tanh (X) \tag{4.4}
\end{align*}
$$

The phase space of the unperturbed problem, $\epsilon=0$, possesses three fixed points: $(F, G)=(0,0),( \pm 1,0)$, where the origin is a saddle with a smooth separatrix orbit (4.4) describing the stable and unstable manifolds. We briefly review the ideas described in Refs. 13, 14, and 17-19. To study the perturbed problem, the phase space can be extended to three dimensions ( $F, G, X$ ) and the motion viewed in the Poincaré section $X=$ const $\left(\bmod 2 \pi \sqrt{\Omega_{\epsilon}} / q\right)$. The perturbed stable and unstable manifolds can still be identified in the surface of section but are made up of a sequence of distinct points. Generally speaking, they no longer join smoothly. If $\gamma_{3}$ is large enough, they will not intersect at all. However, if the ratio of the parameters $\gamma_{3} / \gamma_{2}\left(\gamma_{1}=0\right)$ or $\gamma_{3} / \gamma_{1}\left(\gamma_{2}=0\right)$ is sufficiently small, the stable and unstable manifolds will intersect transversally. This process is called a homoclinic bifurcation and signals the onset of chaotic behavior. To check when a transverse crossing occurs, Melnikov introduced a function (now known as the Melnikov function) that measures the distance between the perturbed stable and unstable manifolds in the Poincaré section. If this distance function has a simple zero, the manifolds intersect transversally and chaotic behavior results. This method and its application to equations of the form (4.1) is by now relatively standard, and we refer the reader to Refs. 14 and 19 for a more thorough introduction to these ideas.

We first show that for sufficiently small $\epsilon$, the condition for a homoclinic bifurcation to occur in the perturbed system (4.3) is

$$
\begin{equation*}
\frac{4}{3} \gamma_{3}<H\left(q, \Omega_{\epsilon}\right), \tag{4.5}
\end{equation*}
$$

where
$H\left(q, \Omega_{\epsilon}\right)=\frac{\gamma_{1} \pi q^{2}}{\Omega_{\epsilon}^{3 / 2}} \operatorname{csch}\left(\frac{\pi q}{2 \sqrt{\Omega_{\epsilon}}}\right)+\frac{\sqrt{2} \gamma_{2} \pi q}{\Omega_{\epsilon}^{3 / 2}} \operatorname{sech}\left(\frac{\pi q}{2 \sqrt{\Omega_{\epsilon}}}\right)$.
Since the analysis is standard, we only show part of the details. The Melnikov function measuring the distance between the perturbed stable and unstable manifolds in the Poincaré section at the point $t_{0}$ is computed from

$$
\begin{align*}
D\left(t_{0}\right)= & -\int_{-\infty}^{\infty} d t\left(\frac{\gamma_{1}}{\Omega_{\epsilon}} F_{0}\left(t-t_{0}\right) G_{0}\left(t-t_{0}\right) \cos \left(\frac{q t}{\sqrt{\Omega_{\epsilon}}}\right)\right. \\
& +\frac{\gamma_{2}}{\Omega_{\epsilon}^{3 / 2}} G_{0}\left(t-t_{0}\right) \cos \left(\frac{q t}{\sqrt{\Omega_{\epsilon}}}\right) \\
& \left.-\frac{\gamma_{3}}{\sqrt{\Omega_{\epsilon}}} G_{0}^{2}\left(t-t_{0}\right)\right) \tag{4.7}
\end{align*}
$$



FIG. 1. Threshold function $H_{2}(\Omega)$ for fixed $q$, with chaotic region shaded and $\Omega_{m}$ the most chaotic frequency. The $\Omega_{l}$ and $\Omega_{h}$ are the lowest and highest frequencies giving rise to chaotic behavior for $H_{2}=A$.

After substituting (4.4) into (4.7) and simplifying, we obtain

$$
\begin{align*}
D\left(t_{0}\right)= & -2 \frac{\gamma_{1}}{\Omega_{\epsilon}} \sin \left(\frac{q}{\sqrt{\Omega_{\epsilon}}} t_{0}\right) \int_{-\infty}^{\infty} d \tau \operatorname{sech}^{2}(\tau) \\
& \times \tanh (\tau) \sin \left(\frac{q}{\sqrt{\Omega_{\epsilon}}} \tau\right) \\
& -\sqrt{2} \frac{\gamma_{2}}{\Omega_{\epsilon}^{3 / 2}} \sin \left(\frac{q}{\sqrt{\Omega_{\epsilon}}} t_{0}\right) \int_{-\infty}^{\infty} d \tau \operatorname{sech}(\tau) \\
& \times \tanh (\tau) \sin \left(\frac{q}{\sqrt{\Omega_{\epsilon}}} \tau\right) \\
& +2 \frac{\gamma_{3}}{\sqrt{\Omega_{\epsilon}}} \int_{-\infty}^{\infty} d \tau \operatorname{sech}^{2}(\tau) \tanh ^{2}(\tau) \\
& \left(\tau=t-t_{0}\right) \tag{4.8}
\end{align*}
$$

Performing the remaining integrations yields the condition (4.5) for $D\left(t_{0}\right)$ to have a simple zero. The results of this section are summarized in the following theorem.

Theorem 1: The perturbed cubic Schrödinger equation (1.1), (1.4) supports a family of temporally sinusoidal, spatially chaotic solutions of the form (1.2) for $\epsilon$ sufficiently small, provided (4.5) is satisfied. The chaotic behavior is caused by the presence of transverse spatial homoclinic orbits in the associated Poincaré map, which implies that the map contains Smale horseshoes. ${ }^{20}$

We call the function $H$ in (4.6) the threshold function, and study its behavior in the following section.

## V. RESONANT LIMITS

First consider the case in which $\gamma_{1}=0$; thus the threshold condition (4.5) becomes

$$
\begin{equation*}
\frac{\gamma_{3}}{\gamma_{2}}<\frac{3 \sqrt{2}}{4} \frac{\pi q}{\Omega_{\epsilon}^{3 / 2}} \operatorname{sech}\left(\frac{\pi}{2} \frac{q}{\Omega_{\epsilon}^{1 / 2}}\right) \equiv H_{2}\left(q, \Omega_{\epsilon}\right) \tag{5.1}
\end{equation*}
$$

The threshold function $H_{2}$ is shown in Fig. 1, where we plot $H_{2}$ as a function of $\Omega_{\epsilon}$ for fixed $q$. It can be seen from this diagram, and is straightforward to prove, that $\lim _{\Omega \rightarrow 0, \infty} H_{2}$ $\rightarrow 0$. Thus these limits reduce the size of the chaotic region in the parameter space. Furthermore, there exists a value $\Omega_{\text {max }}$ that we call the most chaotic frequency at which $\mathrm{H}_{2}$ achieves a maximum. This value can be computed by solving

$$
\begin{equation*}
\frac{\partial H_{2}}{\partial \Omega_{\epsilon}}=0 \tag{5.2}
\end{equation*}
$$



FIG. 2. The wave number $q$ versus $\Omega$ plane showing resonant limit sector for $H_{1}$. For $q \rightarrow 0, \Omega \rightarrow 0$ or $q \rightarrow \infty, \Omega \rightarrow \infty$ in the shaded region, $H_{1}$ blows up.


FIG. 3. The wave number $q$ versus $\Omega$ plane showing resonant limit sector for $H_{2}$. For $q \rightarrow 0, \Omega \rightarrow 0$ in the shaded region, $H_{2}$ blows up.
for $\Omega_{\epsilon}$, holding $q$ fixed. It is worth noting that for a fixed value of the ratio $\gamma_{3} / \gamma_{2}$ lying in the unshaded region marked "A" in Fig. 1, one can decrease the frequency $\Omega_{\epsilon}$ and observe a window of chaotic behavior for $\Omega_{\epsilon} \in\left[\Omega_{\text {low }}, \Omega_{\text {high }}\right]$. The values $\Omega_{\text {low }}$ and $\Omega_{\text {high }}$ can be explicitly computed given the other parameters in the problem. Similarly, holding $\Omega_{\epsilon}$ fixed one can study $\mathrm{H}_{2}$ as a function of $q$. It is easily seen that the behavior is similar to that shown in Fig. 1. Note that there exists a value $q_{\max }$ that we call the most chaotic wave number, which can be computed by solving

$$
\begin{equation*}
\frac{\partial H_{2}}{\partial q}=0 \tag{5.3}
\end{equation*}
$$

for $q$, holding $\Omega_{\epsilon}$ fixed.
For the case $\gamma_{2}=0$, the threshold condition (4.5) becomes

$$
\begin{equation*}
\frac{\gamma_{3}}{\gamma_{1}}<\frac{3 \pi}{4} \frac{q^{2}}{\Omega_{\epsilon}^{3 / 2}} \operatorname{csch}\left(\frac{\pi}{2} \frac{q}{\Omega_{\epsilon}^{1 / 2}}\right) \equiv H_{1}\left(q, \Omega_{\epsilon}\right) . \tag{5.4}
\end{equation*}
$$

The behavior of $H_{1}$ as a function of each variable is similar to that of $H_{2}$; hence we do not show a separate diagram. We remark only that $\Omega_{\text {max }}$ and $q_{\text {max }}$ can be computed as in (5.2), (5.3) with the obvious change of $H_{2}$ to $H_{1}$.

We examine now the limits of $H_{j}(j=1,2)$ as a function of both the variables $q, \Omega$. This behavior is summarized in the following lemma.

Lemma 2. The following limits are taken holding $q / \Omega_{\epsilon}^{\alpha}$ $=$ const.
(a) For $q \rightarrow 0, \Omega_{\epsilon} \rightarrow 0$,
(i) $\lim H_{1}= \begin{cases}\infty, & \alpha \geqslant \frac{1}{2}, \\ 0, & \alpha<\frac{1}{2},\end{cases}$
(ii) $\lim H_{2}= \begin{cases}0, & \alpha<\frac{1}{2}, \alpha>\frac{3}{2}, \\ \infty, & \frac{1}{2}<\alpha<\frac{3}{2}, \\ \text { const, } & \alpha=\frac{3}{2} .\end{cases}$
(b) For $q \rightarrow \infty, \Omega_{\epsilon} \rightarrow \infty$,
(i) $\lim H_{1}= \begin{cases}\infty, & \alpha<\frac{1}{2}, \\ 0, & \alpha \geqslant \frac{1}{2},\end{cases}$
(ii) $\lim H_{2}=0$, for all $\alpha$.

The shaded regions in Figs. 2 and 3 show the sectors in the ( $q, \Omega_{\epsilon}$ ) plane in which $H_{j} \rightarrow \infty$ as $q \rightarrow 0, \Omega_{\epsilon} \rightarrow 0$ and $q \rightarrow \infty, \Omega_{\epsilon} \rightarrow \infty$ for $j=1,2$, respectively. Because the threshold function blows up in these limits and thus provides no upper bounds on the ratios in (5.1), (5.4), we call these limits resonant limits and the corresponding exponent $\alpha$ the
resonant rate. The resonant limits demonstrate a cooperation between the frequency $\Omega_{\epsilon}$ and the wave number $q$, increasing the size of the chaotic region in the given parameter space ( $\gamma_{1}, \gamma_{2}, \gamma_{3}$ ), and should be contrasted with the individual limits mentioned earlier and shown in Fig. 1. The proof is a relatively straightforward analysis of the functions $H_{j}$, and involves competing effects of exponential versus algebraic behavior; we therefore do not include it.
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In a previous paper [D. L. Huestis, J. Math. Phys. 16, 2148 (1975)] a superposition principle was developed that allows the representation of an arbitrary wave function in an explicit uniformly convergent expansion over the discrete Siergert states for finite-range potentials. Possible difficulties were identified that could arise for special values of the potential strength due to degeneracy of the complex Siegert eigenvalues or vanishing of the norm of the Siegert state. In this paper these difficulties are addressed. By generalizing the Siegert eigenvalue problem, distinct orthogonal eigenfunctions with nonvanishing norm are obtained, recompleting the Siegert basis.

## I. INTRODUCTION

For potentials of finite range $\left[V(r)=0\right.$ for $r>r_{0}$ ], Siegert ${ }^{1}$ completed the identification of resonance wave functions with the poles of the $S$ matrix through his eigenvalue problem,
$-\psi^{\prime \prime}+U(r) \psi=k^{2} \psi, \quad \psi(0)=0, \quad \psi^{\prime}\left(r_{0}\right)=i k \psi\left(r_{0}\right)$, where

$$
U(r)=\left(2 m / \hbar^{2}\right) V(r) \quad \text { and } \quad k^{2}=\left(2 m / \hbar^{2}\right) E .
$$

This is simply Schrödinger's $s$-wave eigenvalue problem with an outgoing right-hand boundary condition. If we consider the usual scattering boundary condition,

$$
\psi(r) \rightarrow A \exp (i k r)+B \exp (-i k r), \quad \text { as } r \rightarrow \infty,
$$

we see that the requirement that $\psi^{\prime}(r)=i k \psi(r)$ for $r>r_{0}$ implies that $B$ must vanish and that the $S$ matrix defined by

$$
S=-A / B
$$

must have a pole at the resonance energy.
Humblet ${ }^{2,3}$ divided the Siegert poles into three groups, called $a, b$, and $c$ (see also Refs. 4-6). The $b$ poles are the bound states, with $k_{b}$ along the positive imaginary axis, $k_{b}$ $=i\left|k_{b}\right|$. The $a$ poles, sometimes called the antibound or virtual states, lie along the negative imaginary axis, $k_{a}$ $=-i\left|k_{a}\right|$. The $c$ poles are the ordinary complex resonances, sometimes called radioactive or decaying states. They are distributed in the lower half of the complex $k$ plane, symmetrically about the imaginary axis. Humblet showed that, for potentials of finite strength and finite range, only a finite number of $a$ and $b$ poles exist, whereas the $c$ poles constitute a denumerably infinite set. As the potential is made more attractive, the $c$ poles approach from both sides of the negative imaginary $k$ axis, eventually merging to form two $a$ poles. As the potential is further strengthened, one of this pair moves up the imaginary $k$ axis, eventually becoming a bound state, while the other moves down toward more negative imaginary $k$ values, remaining an antibound state. This motion is illustrated in Fig. 1.

In our previous study, ${ }^{7}$ we recast the Siegert eigenvalue problem in regular and dual two-component bases,

$$
\hat{\Phi}_{n}=\left|\begin{array}{l}
\phi_{n}^{(1)}(r) \\
\phi_{n}^{(2)}(r)
\end{array}\right|, \quad \hat{\Phi}_{n}^{\dagger}=\left|\begin{array}{c}
\phi_{n}^{+(1)}(r) \\
\phi_{n}^{\dagger(2)}(r)
\end{array}\right|,
$$

with boundary conditions

$$
\begin{array}{ll}
\phi_{n}^{(1)}(0)=0, & \phi_{n}^{(1)}\left(r_{0}\right)=\phi_{n}^{(2)}\left(r_{0}\right) \\
\phi_{n}^{+(1)}(0)=0, & \phi_{n}^{\dagger(1)}\left(r_{0}\right)=\phi_{n}^{\dagger(2)}\left(r_{0}\right),
\end{array}
$$

and functional

$$
\left\langle\hat{\Phi}_{n}^{\dagger}, \hat{\Phi}_{m}\right\rangle=\frac{1}{2} \int_{0}^{r_{0}}\left(\phi_{n}^{\dagger(1)} \phi_{m}^{(1)}-\phi_{n}^{\dagger(2)} \phi_{m}^{(2)}\right)
$$

where we have added a factor of $\frac{1}{2}$ to match the usual Schrödinger normalization for bound states (see also Ref. 8). The regular and dual eigenvalue problems are then written as

$$
\widehat{L} \widehat{\Phi}_{n}=\left|\begin{array}{c}
\phi_{n}^{(2)^{\prime}}(r) \\
\phi_{n}^{(1)^{\prime}}(r)+\int_{r}^{r_{0}} U(x) \phi_{n}^{(1)}(x) d x
\end{array}\right|=i k_{n} \hat{\Phi}_{n}
$$

and

$$
\hat{L}^{\dagger} \hat{\Phi}_{n}^{\dagger}=\left|\begin{array}{c}
\phi_{n}^{\dagger(2)^{\prime}}(r)-U(r) \int_{0}^{r} \phi_{n}^{\dagger(2)}(x) d x \\
\phi_{n}^{\dagger(1)^{\prime}}(r)
\end{array}\right|=i k_{n} \hat{\Phi}_{n}^{\dagger}
$$

For eigenvectors defined as above, we can easily show that

$$
i\left(k_{n}-k_{m}\right)\left\langle\hat{\Phi}_{n}^{\dagger}, \hat{\Phi}_{m}\right\rangle=0
$$

and thus as long as $k_{n} \neq k_{m}$, we can define normalization constants such that

$$
\left\langle\hat{\Phi}_{n}^{\dagger}, \widehat{\Phi}_{m}\right\rangle=N_{m} \delta_{n m} .
$$

This orthogonality allows us to expand arbitrary functions in the eigenbasis,


FIG. 1. Trajectories of Siegert eigenvalues for the $s$-wave finite square well. Arrows indicate the direction of motion from $U=-15$ to $U=-25 ; k_{1}$ and $k_{-1}$ collide at $-i$ for $U \simeq-21.1907$.

$$
\widehat{F}=\sum_{n} \alpha_{n} \hat{\Phi}_{n},
$$

where

$$
\alpha_{n}=\left(1 / N_{n}\right)\left\langle\hat{\Phi}_{n}^{\dagger}, \widehat{F}\right\rangle .
$$

In our previous investigation, we explored the restrictions on the form of the function $\widehat{F}$ necessary to obtain a convergent expansion, which imposed relations between the upper and lower components of $\widehat{F}$. Further difficulties arise from either degenerate eigenvalues, $k_{n}=k_{m}$ for $n \neq m$, or vanishing normalization, $N_{m}=0$ for $\hat{\Phi}_{m} \neq 0$. As we noted, Dobson ${ }^{9}$ suggested that these two difficulties are expected to occur simultaneously. In our brief description above of the trajectories of the Siegert eigenvalues as the potential strength is increased, we indicated that the collision of pairs of $c$ poles on the negative imaginary $k$ axis is a normal result that is necessary for the creation of bound states. Thus we must modify the two-component formalism to account for these degeneracies.

In addition to difficulties in orthogonality and normalization, the confluence of eigenvalues leads to only a single eigenvector, while for nearby values of the potential strength we have two. As suggested by Friedman ${ }^{10}$ and elaborated by Dobson, ${ }^{9}$ we might attempt to recomplete the vector space by generalizing the eigenvalue problem. In the present case, this generalization corresponds to considering solutions of $(\hat{L}-i k)^{2} \hat{\Phi}=0$ and $\left(\hat{L}^{\dagger}-i k\right)^{2} \hat{\Phi}^{\dagger}=0$. For nondegenerate eigenvalues, the "squaring" of the eigenvalue problem leads only to the eigensolution previously found [if we require that $(\hat{L}-i k) \hat{\Phi}$ and $\left(\hat{L}^{\dagger}-i k\right) \hat{\Phi}^{\dagger}$ satisfy the boundary conditions]. In the degenerate case, we get two distinct eigenvectors, of which orthogonal linear combinations can be chosen having nonvanishing normalization.

## II. DEGENERATE SIEGERT STATES FOR THE SQUAREWELL POTENTIAL

Although degenerate antibound states are expected for all types of attractive finite-range potentials, we will develop our approach based on the specific example of the finite square well,

$$
\begin{aligned}
& U(r)=-U_{0}, \quad 0 \leqslant r \leqslant r_{0}=1, \\
& U(r)=0, \quad r>r_{0} .
\end{aligned}
$$

The regular and dual Siegert wave vectors are (see Ref. 7)

$$
\hat{\Phi}_{n}=\left|\begin{array}{c}
\sin \left(k_{n}^{\prime} r\right) \\
-i \frac{k_{n}}{k_{n}^{\prime}} \cos \left(k_{n}^{\prime} r\right)+i\left(\frac{k_{n}}{k_{n}^{\prime}}-\frac{k_{n}^{\prime}}{k_{n}}\right) \cos \left(k_{n}^{\prime}\right)
\end{array}\right|
$$

and

$$
\hat{\Phi}_{n}^{\dagger}=\left|\begin{array}{c}
\sin \left(k_{n}^{\prime} r\right) \\
-i\left(k_{n}^{\prime} / k_{n}\right) \cos \left(k_{n}^{\prime} r\right)
\end{array}\right|,
$$

where $k_{n}^{\prime}$ is the wave number within the well, $k_{n}^{\prime 2}=k_{n}^{2}$

TABLE I. Some Siegert $s$-wave eigenvalues for the finite square well, depth $U=-21.1907$, radius $r_{0}=1$.

| $n^{\mathrm{a}}$ | $\operatorname{Re} k_{n}$ | $\operatorname{Im} k_{n}$ | $\operatorname{Re} k_{n}^{\prime}$ | $\operatorname{Im} k_{n}^{\prime}$ |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 0.0000 | 3.8301 | 2.5536 | 0.0000 |
| 1 | 0.0000 | -1.0000 | 4.4934 | 0.0000 |
| 2 | 6.1959 | -1.3863 | 7.6753 | -1.1191 |
| 3 | 9.8422 | -1.6683 | 10.8429 | -1.5143 |
| 4 | 13.2390 | -1.8901 | 14.0030 | -1.7870 |
| 5 | 16.5387 | -2.0728 | 17.1585 | -1.9979 |
| 6 | 19.7889 | -2.2278 | 20.3111 | -2.1706 |
| 7 | 23.0102 | -2.3626 | 23.4616 | -2.3171 |

${ }^{2}$ The corresponding resonances with $n<0$ satisfy $k_{n}=-k_{-n}^{*}$.
$+U_{0}$, and $k_{n}^{\prime} \cos \left(k_{n}^{\prime}\right)=i k_{n} \sin \left(k_{n}^{\prime}\right)$ is the eigenvalue condition. The normalization constants are $N_{n}=(1+i)$ $\left.k_{n}\right) / 2$, which vanish for $k_{n}=-i$ and diverge for $k_{n}=0$.

We will first deal with the case of a bound state at zero energy, $k_{n}=0$, which does not result from collision of eigenvalues, but which prevents the choosing of $\phi_{n}^{\dagger(1)}(r)$ $=\phi_{n}^{(1)}(r)$ as we previously supposed. ${ }^{7}$ In this case, which occurs for $U_{0}=k_{n}^{\prime 2}$ with $k_{n}^{\prime}=\left(n+\frac{1}{2}\right) \pi$, the Siegert eigenvectors are (with $N_{n}=-\frac{1}{2}$ )

$$
\hat{\Phi}_{n}=\left|\begin{array}{c}
\sin \left(k_{n}^{\prime} r\right) \\
1
\end{array}\right| \quad \text { and } \quad \hat{\Phi}_{n}^{\dagger}=\left|\begin{array}{c}
0 \\
k_{n}^{\prime} \cos \left(k_{n}^{\prime} r\right)
\end{array}\right|
$$

The second special case is the first occurrence of $k_{n}=-i$, which happens for $U_{0}=1$ and which also does not correspond to a degeneracy but merely the progression of the first antibound state on its way toward becoming a bound state. In this case we divide both the regular and dual eigenvectors by $k_{0}^{\prime}$ and take the limit as $\boldsymbol{k}_{0}^{\prime} \rightarrow 0$, obtaining ( with $N_{0}=-\frac{1}{6}$ )

$$
\hat{\Phi}_{0}=\left|\begin{array}{c}
r \\
\frac{1}{2}\left(1+r^{2}\right)
\end{array}\right| \quad \text { and } \quad \hat{\Phi}_{0}^{\dagger}=\left|\begin{array}{l}
r \\
1
\end{array}\right| .
$$

True degeneracies result for potential strengths $U_{0}=1+k_{n}^{\prime 2}$, satisfying $k_{n}^{\prime} \cot \left(k_{n}^{\prime}\right)=i k_{n}=1$ for $k_{n}^{\prime}>0$. The first occurrence of this condition is for $U_{0} \simeq 21.1907$, resulting in the Siegert eigenvalues listed in Table I. In such a case we already have one eigensolution with a vanishing norm,
$\hat{\Upsilon}_{n}=\left|\begin{array}{c}\sin \left(k_{n}^{\prime} r\right) \\ \left(-1 / k_{n}^{\prime}\right) \cos \left(k_{n}^{\prime} r\right)+\left(\left(1 / k_{n}^{\prime}\right)+k_{n}^{\prime}\right) \cos \left(k_{n}^{\prime}\right)\end{array}\right|$,
and

$$
\hat{\Upsilon}_{n}^{+}=\left|\begin{array}{c}
\sin \left(k_{n}^{\prime} r\right) \\
k_{n}^{\prime} \cos \left(k_{n}^{\prime} r\right)
\end{array}\right| .
$$

To find additional solutions of $(\hat{L}-i k)^{2} \hat{\Phi}=0$ and $\left(\hat{L}^{\dagger}-i k\right)^{2} \hat{\Phi}^{\dagger}=0$ we consider

$$
\hat{\Theta}_{n}=\frac{\partial}{\partial k_{n}^{\prime}} \hat{\Phi}_{n} \quad \text { and } \quad \hat{\Theta}_{n}^{\dagger}=\frac{\partial}{\partial k_{n}^{\prime}} \hat{\Phi}_{n}^{\dagger} .
$$

These derivatives give

$$
\widehat{\Theta}_{n}=\left|\begin{array}{c}
r \cos \left(k_{n}^{\prime} r\right) \\
\left(1+1 / k_{n}^{\prime 2}\right)\left(\cos \left(k_{n}^{\prime} r\right)-\cos \left(k_{n}^{\prime}\right)\right)+\left(r / k_{n}^{\prime}\right) \sin \left(k_{n}^{\prime} r\right)
\end{array}\right|
$$

and

$$
\widehat{\Theta}_{n}^{\dagger}=\left|\begin{array}{c}
r \cos \left(k_{n}^{\prime} r\right) \\
\left(1+k_{n}^{\prime 2}\right) \cos \left(k_{n}^{\prime} r\right)-k_{n}^{\prime} r \sin \left(k_{n}^{\prime} r\right)
\end{array}\right|
$$

With some algebra we can confirm that

$$
\left(\hat{L}-i k_{n}\right) \hat{\Theta}_{n}=-k_{n}^{\prime} \hat{\Upsilon}_{n}
$$

and

$$
\left(\hat{L}^{\dagger}-i k_{n}\right) \widehat{\Theta}_{n}^{\dagger}=-k_{n}^{\prime} \hat{\Upsilon}_{n}^{\dagger}
$$

and thus

$$
\left(\hat{L}-i k_{n}\right)^{2} \widehat{\Theta}_{n}=0 \quad \text { and } \quad\left(\hat{L}^{\dagger}-i k_{n}\right)^{2} \widehat{\Theta}_{n}^{\dagger}=0
$$

We can also evaluate the functionals

$$
\left\langle\hat{\Upsilon}_{n}^{\dagger}, \Upsilon_{n}\right\rangle=0, \quad\left\langle\hat{\Theta}_{n}^{\dagger}, \Theta_{n}\right\rangle=-\left(1+3 k_{n}^{\prime 2}\right) / 12
$$

and

$$
\left\langle\widehat{\Upsilon}_{n}^{\dagger}, \Theta_{n}\right\rangle=\left\langle\widehat{\Theta}_{n}^{\dagger}, \Upsilon_{n}\right\rangle=-k_{n}^{\prime} / 4
$$

At this point can we consider choosing linear combinations of the pairs of regular and dual vectors to obtain the desired orthogonality and nonvanishing norm. One such choice is

$$
\widehat{\Omega}_{n}=\left(1+3 k_{n}^{\prime 2}\right) /\left(3 k_{n}^{\prime}\right) \hat{\Upsilon}_{n}-\widehat{\Theta}_{n}
$$

and

$$
\widehat{\Omega}_{n}^{\dagger}=\left(1+3 k_{n}^{\prime 2}\right) /\left(3 k_{n}^{\prime}\right) \hat{\Upsilon}_{n}^{\dagger}-\widehat{\Theta}_{n}^{\dagger}
$$

which gives

$$
\left\langle\widehat{\Omega}_{n}^{+}, \widehat{\Theta}_{n}\right\rangle=\left\langle\widehat{\Theta}_{n}^{+}, \widehat{\Omega}_{n}\right\rangle=0
$$

and

$$
\left\langle\hat{\Omega}_{n}^{\dagger}, \hat{\Omega}_{n}\right\rangle=\left(1+3 k_{n}^{\prime 2}\right) / 12=-\left\langle\hat{\Theta}_{n}^{\dagger}, \hat{\Theta}_{n}\right\rangle .
$$

Below we will use $\widehat{\Phi}_{+n}^{(\dagger)} \equiv \widehat{\Theta}_{n}^{(\dagger)}$ and $\widehat{\Phi}_{-n}^{(\dagger)} \equiv \widehat{\Omega}_{n}^{(\dagger)}$.
Another reasonable choice of linear combinations is

$$
\hat{\Phi}_{+n}=\hat{\Upsilon}_{n}, \quad \hat{\Phi}_{+n}^{\dagger}=\left(1+3 k_{n}^{\prime 2}\right) /\left(6 k_{n}^{\prime}\right) \hat{\Upsilon}_{n}^{\dagger}-\hat{\Theta}_{n}^{\dagger}
$$

and

$$
\widehat{\Phi}_{-n}=\left(1+3 k_{n}^{\prime 2}\right) /\left(6 k_{n}^{\prime}\right) \hat{\Upsilon}_{n}-\widehat{\Theta}_{n}, \quad \hat{\Phi}_{-n}^{\dagger}=\hat{\Upsilon}_{n}^{\dagger}
$$

with

$$
\left\langle\hat{\Phi}_{+n}^{\dagger}, \hat{\Phi}_{-n}\right\rangle=\left\langle\widehat{\Phi}_{-n}^{\dagger}, \hat{\Phi}_{+n}\right\rangle=0
$$

and

$$
\left\langle\hat{\Phi}_{+n}^{\dagger}, \widehat{\Phi}_{+n}\right\rangle=\left\langle\hat{\Phi}_{-n}^{\dagger}, \widehat{\Phi}_{-n}\right\rangle=k_{n}^{\prime} / 4
$$

This choice has the advantage that $\hat{\Phi}_{+n}$ and $\hat{\Phi}_{-n}{ }_{-n}$ are the


FIG. 2. Expansion $\psi_{k}(r)=\Sigma^{N}{ }_{-N} \alpha_{n}(k) \phi_{n}^{(1)}(r)$ over square-well Siegert states for the first degenerate case, $U_{\simeq} \simeq 21.1907$, for $k=0,4,8$. Dashed lines indicate the exact solutions; solid lines represent the partial expansions to $\pm N$. The imaginary parts of the partial expansions cancel when the terms $\alpha_{n} \phi_{n}$ and $\alpha_{-n} \phi_{-n}$ are included together.
continuous limits of $\hat{\Phi}_{n}$ and $\hat{\Phi}_{n}^{\dagger}$ from nearby values of the potential strength. However, it removes the presumably natural symmetry between the upper, or physical, components of the regular and dual Siegert eigenvectors, $\phi_{n}^{(1)}(r)$ $=\phi_{n}^{\dagger(1)}(r)$.

## III. GENERALIZATION OF THE SUPERPOSITION PRINCIPLE

As in our previous investigation, ${ }^{7}$ we wish to expand in the Siegert basis the vector corresponding to the exact scattering wave function:

$$
\hat{\Psi}_{k}=\sum_{n} \alpha_{n}(k) \hat{\Phi}_{n}
$$

With the same assumptions as previously,

$$
\begin{aligned}
& \hat{L}^{2} \hat{\Psi}_{k}=-k^{2} \hat{\Psi}_{k}, \quad \psi_{k}^{(1)}(0)=0 \\
& \psi_{k}^{(1)}\left(r_{0}\right)=\psi_{k}^{(2)}\left(r_{0}\right), \quad \psi_{k}^{(1)^{\prime}}\left(r_{0}\right)=\psi_{k}^{(2)^{\prime}}\left(r_{0}\right)
\end{aligned}
$$

we can evaluate $\alpha_{n}(k)=\left\langle\hat{\Phi}_{n}^{\dagger}, \hat{\Psi}_{k}\right\rangle / N_{n}$ through the equality

$$
\left(k^{2}-k_{n}^{2}\right)^{2}\left\langle\hat{\Phi}_{n}^{\dagger}, \hat{\Psi}_{k}\right\rangle=\left\langle\hat{\Phi}_{n}^{\dagger},\left(-\hat{L}^{2}-k_{n}^{2}\right)^{2} \hat{\Psi}_{k}\right\rangle
$$

Using similar manipulations as previously, ${ }^{7}$ we obtain

$$
\alpha_{n}(k)=\left[-\frac{\phi_{n}^{\dagger(2)}(0)}{\left(k^{2}-k_{n}^{2}\right)}+\frac{\phi_{n}^{\dagger(2)^{\prime \prime}}(0)-\left(U(0)-k_{n}^{2}\right) \phi_{n}^{\dagger(2)}(0)}{\left(k^{2}-k_{n}^{2}\right)^{2}}\right] \frac{\psi_{k}^{(2)^{\prime}}(0)}{2 N_{n}} .
$$

For nondegenerate eigenvalues, we have $\phi_{n}^{\dagger(2)^{\prime \prime}}(0)$ $=\left(U(0)-k_{n}^{2}\right) \phi_{n}^{\dagger(2)}(0)$ [see Ref. 7, Eq. (17)] and obtain the same expansion coefficients as previously (with an additional factor of $\frac{1}{2}$ due to the present change in the definition of the "inner product" functional). In the degenerate case the expansion coefficients explicitly display the repeated nature of the eigenvalue. As we discussed above, the degenerate eigenvectors can be constructed in various ways. All consis-
tent choices of linear combinations will lead to the same expansions, but with different expansion coefficients.

Figure 2 compares partial expansions with the exact wave functions for the first degenerate case of the finite square well, as described in Table I. The rate of convergence is much more rapid than for the much weaker potential studied previously ( $U_{0}=-0.5$ ), ${ }^{7}$ largely because of the smaller imaginary parts of the Siegert eigenvalues. The curves la-
beled $N=1$ include the small contribution due to $\phi_{0}^{(1)}(r)$ and the sum of the contributions of the degenerate $\phi_{+1}^{(1)}(r)$ and $\phi_{-1}^{(1)}(r)$. We can see that not only is the present expansion formula correct, but also that failure to generalize the Siegert eigenvalue problem would lead to significant errors.
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The inverse problem is studied in a system of mixed spectrum of which the continuous part coincides with that of a repulsive $\delta$ potential and the discrete part coincides with that of an attractive $\delta$ potential.

From the standard analysis of the one-dimensional Schrödinger equation we know that in a repulsive $\delta$ potential case, a reflection coefficient arises without any bound state, while in an attractive $\delta$-potential case, a reflection coefficient arises with a bound state. The inverse problem for the spectrum containing only a continuous part that is the same as that of the attractive $\delta$ potential has been studied in a recent paper. ${ }^{1}$ In that paper they find that the corresponding potential still has the same $\delta$ distribution, but besides there is one more repulsive piece to the right of the $\delta$ distribution that is just enough to prevent the formation of a bound state. In this paper, we extend the inverse problem to a mixed spectrum case in which the reflection coefficient comes from that of the repulsive $\delta$ potential and the discrete spectrum comes from that of the attractive one. We find that the factorization method can still be extended to solve this inverse problem. For the corresponding potential we find three terms: the first is the same repulsive $\delta$ distribution; the second is an attractive piece to the right of the $\delta$ distribution that is the same as that in Ref. 1 except for a negative sign (because of this, we think that this piece is responsible for creating such a bound state); the third, as shown in Fig. 1, is to the left of the $\delta$ distribution. This term is to ensure that the potential also has the same reflection coefficient in the presence of the bound state. We are now going to give the details.

For one-dimensional Schrödinger equation

$$
\begin{equation*}
\left[-\frac{d^{2}}{d x^{2}}+V(x)\right] \phi(x)=k^{2} \phi(x) \tag{1}
\end{equation*}
$$

with potential

$$
\begin{equation*}
V_{-}(x)=-2 \alpha \delta(x), \quad \alpha>0 \tag{2}
\end{equation*}
$$

it is easy to obtain a reflection coefficient

$$
\begin{equation*}
R_{-}(k)=i \alpha /(k-i \alpha) \tag{3}
\end{equation*}
$$

and a single bound state with a discrete level $p=\alpha$ and the wave function

$$
\begin{equation*}
\phi_{-}(x)=e^{-\alpha|x|} \tag{4}
\end{equation*}
$$

from which one can deduce the normalization coefficient

$$
\begin{equation*}
\rho_{-}=\left[\int_{-\infty}^{\infty}|\phi(x)|^{2} d x\right]^{-1}=\alpha \tag{5}
\end{equation*}
$$

The spectral transform, thus, is

$$
\begin{equation*}
S_{-}\left[V_{-}(x)\right]=\{i \alpha /(k-i \alpha),-\infty<k<\infty, \alpha, \alpha\} \tag{6}
\end{equation*}
$$

[^9]For the potential

$$
\begin{equation*}
V_{+}(x)=2 \alpha \delta(x), \quad \alpha>0 \tag{7}
\end{equation*}
$$

it yields the following reflection coefficient:

$$
\begin{equation*}
R_{+}(k)=-i \alpha /(k+i \alpha) \tag{8}
\end{equation*}
$$

and there is no longer any bound state. The corresponding spectral transform is

$$
\begin{equation*}
S_{+}\left[V_{+}(x)\right]=\{-i \alpha /(k+i \alpha), \quad-\infty<k<\infty\} \tag{9}
\end{equation*}
$$

Now we select a mixed spectrum

$$
\begin{equation*}
S[V(x)]=\{-i \alpha /(k+i \alpha),-\infty<k<\infty ; \alpha, \alpha\} \tag{10}
\end{equation*}
$$

and ask what the form of the potential $V(x)$ is.
To solve this inverse problem we begin from the Gel'fand-Levitan-Marchenko equation ${ }^{2}$

$$
\begin{equation*}
K(x, y)+M(x, y)+\int_{x}^{\infty} K(x, z) M(y, z) d z=0, \quad y>x \tag{11}
\end{equation*}
$$

where the kernel $M(x)$ is defined by

$$
\begin{align*}
M(x) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp (i k x) R(k) d k+\rho \exp (-p x) \\
& =-\alpha \theta(-x) \exp (\alpha x)+\alpha \exp (-\alpha x) \tag{12}
\end{align*}
$$

Because of the existence of the $\theta(x)$ function, one has to separate the function $K(x, y)$ into three branches $P(x, y)$, $Q(x, y)$, and $T(x, y)$ (see Refs. 1 and 3) as shown in Fig. 2,

$$
K(x, y)=\left\{\begin{array}{lll}
P(x, y), & \text { if } x+y>0, & x>0  \tag{13}\\
Q(x, y), & \text { if } x+y>0, & x<0 \\
T(x, y), & \text { if } x+y<0, & x<0
\end{array}\right.
$$



FIG. 1. The inverse potential for the spectrum given by Eq. (7).


FIG. 2. The branch regions for the function $K(x, y)$.

The equations for these three functions are

$$
\begin{align*}
& P(x, y)+\alpha e^{-\alpha(x+y)}+\alpha \int_{x}^{\infty} P(x, z) e^{-\alpha(y+z)} d z=0 \\
& Q(x, y)+\alpha e^{\alpha(x+y)}+\alpha \int_{x}^{-x} T(x, z) e^{-\alpha(y+z)} d z \\
& \quad+\alpha \int_{-x}^{\infty} Q(x, z) e^{-\alpha(y+z)} d z=0 \\
& T(x, y)-\alpha e^{\alpha(x+y)}+\alpha e^{-\alpha(x+y)} \tag{14}
\end{align*}
$$

$$
\begin{aligned}
& -\alpha \int_{x}^{-y} T(y, z) e^{\alpha(y+z)} d z \\
& +\alpha \int_{x}^{-x} T(x, z) e^{-\alpha(y+z)} d z \\
& +\alpha \int_{-x}^{\infty} Q(x, z) e^{-\alpha(y+z)} d z=0
\end{aligned}
$$

The positive exponent term appearing in $M(x)$ makes the problem a bit more complex. However, it is still solvable and the solutions are

$$
\begin{align*}
P(x, y)= & \frac{-\alpha e^{-\alpha y}}{\sqrt{2} \cosh (\alpha x+\phi)}, \quad \tanh (\phi)=\frac{1}{3} \\
Q(x, y)= & \alpha e^{-\alpha y} \frac{e^{\alpha x}\left[1-2 e^{-2 \alpha x}\right]}{4 \alpha x+2 e^{-2 \alpha x}-\frac{1}{2} e^{2 \alpha x}}  \tag{15}\\
T(x, y)= & -2 \alpha e^{\alpha y} \frac{e^{\alpha x}\left[1-2 e^{-2 \alpha x}\right]}{4 \alpha x+2 e^{-2 \alpha x}-\frac{1}{2} e^{2 \alpha x}} \\
& +\alpha \frac{4 \alpha x+\frac{1}{2} e^{2 \alpha x}-2 e^{-2 \alpha x}}{4 \alpha x+2 e^{-2 \alpha x}-\frac{1}{2} e^{2 \alpha x}}
\end{align*}
$$

Hence

$$
\begin{align*}
K(x, x & \left.+0^{+}\right) \\
= & -2 \alpha\left[e^{-2 \alpha x} /\left(2+e^{-2 \alpha x}\right)\right] \theta(x) \\
& +\alpha \frac{4 \alpha x-\frac{3}{2} e^{2 \alpha x}-2 e^{-2 \alpha x}+4}{4 \alpha x+2 e^{-2 \alpha x}-\frac{1}{2} e^{2 \alpha x}} \theta(-x) \tag{16}
\end{align*}
$$

The above equation yields the following potential:

$$
\begin{align*}
V(x)=-2 K_{x}\left(x, x+0^{+}\right)= & 2 \alpha \delta(x)-2 \alpha^{2} \theta(x) \operatorname{csch}^{2}(\alpha x+\phi) \\
& -\theta(-x) \frac{8 \alpha^{2} \sinh (\phi-\alpha x)[\alpha x \cosh (\phi-\alpha x)+\sinh (\phi-\alpha x)]}{[\alpha x+\sinh (\phi-\alpha x) \cosh (\phi-\alpha x)]^{2}} . \tag{17}
\end{align*}
$$

As seen from Eq. (17), besides the original $\delta$ distribution, there are two more pieces added to the potential, with an attractive one to the right of the $\delta$ distribution and the other one to the left of the $\delta$ distribution, which is attractive in the region near the origin and repulsive in the rest region.

In conclusion, we have extended the inverse problem for the spectrum coming from a single $\delta$-distribution potential to the case of a mixed spectrum. The factorization method can still be generalized to solve the problem. By comparing the result with that in Ref. 1, we see that the potential form $\pm 2 \alpha^{2} \theta(x) \operatorname{csch}^{2}(\alpha x+\phi)$ is responsible for creating (with negative sign) or annihilating (with a positive sign) a bound state with $p=\alpha$ and the corresponding normalization factor $\rho=\alpha$ of the wave function.
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#### Abstract

The time evolution of a coherent state is studied in the limit $\hbar \rightarrow 0$, for a spinless nonrelativistic quantum system in Euclidean space with smooth bounded time-dependent scalar interaction $v(x, t)$. The lowest-order WKB approximation is derived rigorously, complete with an explicit bound on its $L^{2}$-norm error over a specified finite time interval. The method is based on a constructive series representation of the classical action, thereby avoiding the need to analyze the behavior of classical trajectories. The amplitude of the initial states considered is neither assumed to be of rapid decrease, nor to depend on $\hbar$.


## I. INTRODUCTION

In this paper, the Wentzel-Kramers-Brillouin (WKB) approximation of the solution to the time-dependent Schrödinger equation will be rigorously derived, without the use of classical trajectories. For initial Cauchy data which belongs to a large class of generalized coherent states, the leadingorder asymptotics as $\hbar \rightarrow 0$ will be obtained by employing a constructive series representation of the relevant classical action. This rather direct approach to the problem allows one to obtain a simple bound on the error in the WKB approximation (in the sense of the Hilbert space norm), complete with explicit formulas for the constant coefficient appearing in the error estimate, as well as for the size of the time interval on which this approximation is valid. This interval is short enough to prevent the occurrence of caustics.

Consider a nonrelativistic quantum system of spinless particles having mass $m$, moving in Euclidean space, and interacting via smooth bounded time-dependent scalar potentials. The state space of such a system is the Hilbert space $\mathscr{H} \equiv L^{2}\left(\mathbb{R}^{d} ; \mathbb{C}\right)$, and the Hamiltonian is (for each time $t \in \mathbb{R}$ ) a self-adjoint operator $H(t): \mathfrak{D} H(t) \subset \mathscr{H} \rightarrow \mathscr{H}$, induced by the differential expression

$$
\begin{equation*}
H\left(x, \frac{\hbar}{i} \nabla_{x}, t\right)=\frac{1}{2 m}\left(\frac{\hbar}{i} \nabla_{x}\right)^{2}+v(x, t) . \tag{1.1}
\end{equation*}
$$

Here $x \in \mathbb{R}^{d}$ is the variable of the system configuration space; if there are $N$ particles moving in three dimensions, $d=3 N$. The function $v: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ describes the total potential energy of configuration $x$ at time $t$, and $h=2 \pi \hbar$ is Planck's constant. The assumption of a common mass $m$ for all particles is not restrictive because a change of particle coordinates can always cast a Hamiltonian with distinct particle masses into the form (1.1).

Time evolution of the quantum system is described by Schrödinger's equation

$$
\begin{equation*}
i \hbar \frac{d}{d t} \Psi_{t}=H(t) \Psi_{t} \quad(t \in \mathbb{R}) \tag{1.2}
\end{equation*}
$$

where $d / d t$ denotes thestrong derivative in $\mathscr{H}$, and $\Psi_{t} \in \mathscr{H}$ is the state of the system at time $t$. In this work, I will consider the Cauchy problem for (1.2) obtained by specifying, at some fixed initial time $s \in \mathbb{R}$, initial data of the form

$$
\begin{equation*}
\Psi_{s}(x)=\varphi(x) \exp [(i / \hbar) k \cdot(x-y)] \tag{1.3}
\end{equation*}
$$

[^11]Here $k, y \in \mathbb{R}^{d}$ are parameters of the initial data, and $\varphi$ is an $\hbar-$ independent function chosen from a suitable dense linear subset of $\mathscr{H}$. It will not be assumed that $\varphi$ has compact support.

The WKB method has as its goal the determination of an approximate wave function, $\Upsilon(x, t)$, which is asymptotic to $\Psi_{t}(x)$ in the limit $\hbar \rightarrow 0^{+}$. To say the least, this method has been widely studied. ${ }^{1-16}$ Let us briefly recall the standard WKB approach to the above Cauchy problem, in order to facilitate a comparison with the present approach. To avoid unnecessary technicalities, assume temporarily that the potential $v(x)$ is static, and choose $s=0$.

It is shown in Ref. 1 that during a sufficiently small time interval, say $|t|<T$, the lowest-order WKB approximation has the form

$$
\begin{equation*}
\Psi_{t}(x)=\Upsilon(x, t)+R_{1}(t, x), \tag{1.4}
\end{equation*}
$$

where
$\Upsilon(x, t)=J(t, \mathrm{y}(t, x))^{-1 / 2} \varphi(y(t, x)) \exp [(i / \hbar) S(t, x)]$,
and the error term $R_{1}$ has the $L^{2}$-norm bound

$$
\begin{equation*}
\sup _{|t|<T}\left\|R_{1}(t, \cdot)\right\|<C \hbar . \tag{1.6}
\end{equation*}
$$

The functions $J, y$, and $S$ appearing in (1.5) are determined by solving a two-time boundary value problem for the trajectories of the classical-mechanical system associated with (1.1).

Let $q \equiv q\left(\cdot ; q_{0}, k\right):(-T, T) \rightarrow \mathbf{R}^{d}$ be the unique classical path satisfying Newton's equation

$$
\begin{equation*}
\frac{d^{2}}{d \tau^{2}} q(\tau)=-m^{-1} \nabla v(q(\tau)) \tag{1.7a}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
q(0)=q_{0}, \quad \frac{\partial q}{\partial \tau}(0)=\frac{k}{m} \tag{1.7b}
\end{equation*}
$$

Then for $|\tau|<T$, one must show that the map $q(\tau, \cdot, k)$ is a diffeomorphism of an open set containing $\operatorname{supp} \varphi$, onto another open set in $\mathbb{R}_{x}^{d}$. Next, $J$ is defined as the Jacobian determinant of this map

$$
\begin{equation*}
J\left(t, q_{0}\right) \equiv \operatorname{det} \frac{\partial q}{\partial q_{0}}\left(t ; q_{0}, k\right) \tag{1.8}
\end{equation*}
$$

while y is the inverse map

$$
\begin{equation*}
\mathrm{y}(t, x) \equiv q(t ; \cdot, k)^{-1}(x) \tag{1.9}
\end{equation*}
$$

From these quantities one may obtain a classical path

$$
\begin{equation*}
\tau \mapsto q^{*}(\tau) \equiv q(\tau ; y(t, x), k) \tag{1.10}
\end{equation*}
$$

which satisfies the boundary conditions

$$
\begin{equation*}
q^{*}(t)=x, \quad \frac{\partial q^{*}}{\partial \tau}(0)=\frac{k}{m} \tag{1.11}
\end{equation*}
$$

imposed at the times 0 and $t \in(-T, T)$. Finally, the so-called action $S$ is defined for this problem by

$$
\begin{align*}
S(t, x) \equiv & k \cdot(y(t, x)-y) \\
& +\int_{0}^{t} d \tau\left[\frac{m}{2}\left(\frac{\partial q^{*}}{\partial \tau}(\tau)\right)^{2}-v\left(q^{*}(\tau)\right)\right] \tag{1.12}
\end{align*}
$$

Clearly, the process of making the standard constructions just outlined mathematically rigorous involves an elaborate analysis of the difficult two-time boundary value problem for the classical trajectories. This problem is further complicated when it is not assumed (unlike Ref. 1) that supp $\varphi$ be compact. Essentially this is because the constructions leading to formula (1.12) for $S$ arise from using the method of characteristics-generally a local method-to solve the classical time-dependent Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{\partial S}{\partial t}+\frac{1}{2 m}\left(\nabla_{x} S\right)^{2}+v(x)=0 \tag{1.13}
\end{equation*}
$$

subject to the initial Cauchy data $S(0, x)=k \cdot(x-y)$.
This brings us to the central idea of this paper: it is possible to entirely circumvent the introduction and analysis of classical trajectories in deriving the $\hbar \rightarrow 0 \mathrm{WKB}$ asymptotics. This is based on the observation that one really only requires a complete integral $S$ of the Hamilton-Jacobi equation, having the correct initial condition. The functions $y(t, x)$ and $1 /$ $J(t, y(t, x))$ may then be constructed from $S$ by straightforward differentiation.

Of course, the Hamilton-Jacobi equation (1.13) is a nonlinear first-order partial differential equation in $d+1$ variables, and so finding explicit solutions is a nontrivial task. Nevertheless, it will be shown that the complete integral $S(x, t ; k, s)$, appropriate for defining $\Upsilon(x, t)$, may be obtained constructively as a convergent infinite series. The terms in this series involve parametric integrals of the derivatives of potential $v$ over linear paths, the derivative structures being determined by tree graphs.

One advantage of using the constructive series solution $S$ is that it eliminates the need to use a local method to solve (1.13); specifically, it avoids the implicit function theorem used to obtain the map $y$ in (1.9). Moreover, all the properties and estimates of $S$ and its derivatives required to prove the desired $\hbar \rightarrow 0$ asymptotics of $\Psi_{t}$ may be obtained using elementary analytical methods. For example, an ( $x, k$ )-uniform time interval on which $\Upsilon(x, t)$ exists will be found, and an explicit formula for the coefficient $C$ appearing in the error bound (1.6) will be computed. With $C$ known, the statement " $\hbar$ is small" may be interpreted more precisely.

The plan of the paper is as follows. In Sec. II the action $S(x, t ; k, s)$ will be constructed and shown to satisfy the Ham-ilton-Jacobi equation. The properties of its derivatives required in the WKB analysis will be derived. Section III gives a brief summary of those aspects of the exact quantum-mechanical system that are of interest. In Sec. IV the WKB
wave function $\Upsilon$ is defined and studied, and its asymptoticity to the exact evolution is proved in Theorem 2 (the main result of the paper). The proof employs the elegant method of Maslov and Fedoriuk ${ }^{1}$ for bounding the total error. In Sec. V this result is compared with related ones in the literature, and some concluding remarks are made. The Appendix contains a proof of the form taken by the terms in the series defining $S$.

It is worth remarking on the motivation for the form of this series, which is closely related to the representation of Hamilton's principal function obtained in Ref. 17. Its formal origin derives from comparing the WKB approximation and the connected graph representation ${ }^{18}$ of the mixed coordi-nate-momentum representation propagator $\langle x| U(t, s)|k\rangle$, where $U(t, s)$ is the quantum time evolution operator. The details of such a comparison are given in Sec. 4.1 of Ref. 18. In terms of the function $S^{*}$ discussed there, one has $S=S^{*}-k \cdot y$.

## II. CONSTRUCTION AND ANALYSIS OF CLASSICAL ACTION

The action $S(x, t ; k, s)$, which is the essential ingredient of the WKB approximation for (1.1)-(1.3), is studied in this section. Here $S$ is shown to be a solution of the classical Hamilton-Jacobi equation, and its associated Jacobian determinant $D$ is shown to be positive on a sufficiently small time interval. The estimates of derivatives of $S$ and $D$ required for the WKB error estimate are also made.

I begin by defining the class of potentials $v$ that will be employed throughout the remainder of the paper. Here $\mathbf{N}$ denotes the positive and $W$ the non-negative integers. The gradient of a function with respect to a vector argument is denoted by $\nabla$, while $\partial$ denotes the derivative with respect to a scalar argument. Thus if $\alpha \in W^{d}$ is a multi-index, and $l \in \mathbb{W}$, then

$$
\left(\nabla^{\alpha} \partial^{\prime} v\right)(x, t)=\nabla_{x}^{\alpha}\left(\frac{\partial}{\partial t}\right)^{l} v(x, t)
$$

Definition 1: A potential energy function $v$ is said to be in the class $\mathscr{U}$ if
(i) $v \in C^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R} ; \mathbb{R}\right)$;
(ii) $v$ is bounded,

$$
\|v\|_{\infty}=\sup \left\{|v(x, t)| \mid(x, t) \in \mathbb{R}^{d} \times \mathbb{R}\right\}<\infty ;
$$

and (iii) there exist $U, B, K \in(0, \infty)$ such that if $\alpha \in \mathbb{W}^{d}, l \in W$, and $|\alpha|+l>0$, then

$$
\left\|\nabla^{\alpha} \partial^{\prime} v\right\|_{\infty} \leqslant U B^{\prime}(K / \sqrt{d})^{|\alpha|}
$$

It is simple to show that $\mathscr{U}$ is a real vector space, and that if $v \in \mathscr{U}$, then $v(\cdot, t)$ is a real-analytic function for each fixed $t$.

As was mentioned in the Introduction, the terms of the series used to define $S$ will be specified with the aid of certain gradient structures associated with tree graphs. It is useful to review the notation used to describe these objects.

A (labeled) tree graph ${ }^{19} T$ on $n \in \mathbf{N}$ vertices is an ordered pair $T=(V T, E T)$. The vertex set $V T$ of $T$ consists of $n$ natural numbers-the "vertex labels." The edge set ET of $T$ consists of $n-1$ unordered pairs of distinct elements of $V T$; thus if $\beta \in E T$ is an "edge," we may write $\beta=\left\{i_{\beta}, j_{\beta}\right\} \subset V T$,
$i_{\beta}<j_{\beta}$. Of course if there is only one vertex, $E T$ is empty. The tree $T$ is a connected graph: $T$ cannot be expressed as the union of two graphs on disjoint vertex sets. Hence each vertex label $i \in V T$ must appear in at least one edge $\beta \in E T$. Vertex sets consisting of the first $n$ natural numbers are usually encountered, so the following abbreviation ${ }^{20}$ will be used:

$$
\bar{n}=\{1,2, \ldots, n\} \quad(n \in \mathbf{N})
$$

The symbol $\mathscr{T} V$ denotes the set of all trees having vertex set $V$. According to Cayley's theorem, ${ }^{19}$ if the cardinality $|V|=n$, then $|\mathscr{T} V|=n^{n-2}$.

In order to explain the gradient structures to be associated with a given tree, some preliminary definitions are needed. Denote the unit interval by $I=[0,1]$, and let $g: I \times I \rightarrow \mathbb{R}$ be the unit interval Green's function

$$
\begin{equation*}
g\left(\xi, \xi^{\prime}\right) \equiv \max \left\{\xi, \xi^{\prime}\right\}-1 \tag{2.1}
\end{equation*}
$$

which is clearly a continuous symmetric function of its two arguments.

Next, if $x, k \in \mathbb{R}^{d}, t, s \in \mathbb{R}$, and $m>0$, define a space-time linear path $w: I \rightarrow \mathbb{R}^{d} \times \mathbb{R}$,

$$
\begin{equation*}
w(\xi) \equiv(x+(\xi-1)(t-s) k / m, s+\xi(t-s)) \tag{2.2}
\end{equation*}
$$

Now we introduce a product of $n$ potentials $v \in \mathscr{U}$ evaluated at different arguments. Specifically, $V_{n}:\left(\mathbb{R}^{d} \times \mathbb{R}\right)^{n} \rightarrow \mathbb{R}$,

$$
\begin{align*}
& V_{n}\left(\left(x^{1}, \tau^{1}\right), \ldots,\left(x^{n}, \tau^{n}\right)\right) \\
& \quad \equiv V_{n}\left({\left.\underset{p=1}{n}\left(x^{p}, \tau^{p}\right)\right) \equiv \prod_{p \in n} v\left(x^{p}, \tau^{p}\right),}^{\times},\right. \tag{2.3}
\end{align*}
$$

so that $V_{n}$ is $C^{\infty}$, and a symmetric function of its $n\left(\mathbb{R}^{d} \times \mathbb{R}\right)$-valued arguments. Let $\nabla_{i}(i \in \bar{n})$ denote the gradient with respect to the $i$ th vector argument; in particular,

$$
\nabla_{i} V_{n}\left({\underset{p}{x=1}}_{\times}^{\times}\left(x^{p}, \tau^{p}\right)\right)=v\left(x^{1}, \tau^{1}\right) \cdots \nabla v\left(x^{i}, \tau^{i}\right) \cdots v\left(x^{n}, \tau^{n}\right)
$$

Finally consider a given tree $T \in \mathscr{T} \bar{n}$. With each edge $\beta=\left\{i_{\beta}, j_{\beta}\right\}$ in $E T$, we associate a differential operator $b_{\beta}$, which acts on potential products $V_{n}$ of the form (2.3). This $b_{\beta}$ is a function of an $n$-tuple $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in I^{n}$ and is defined by

$$
\begin{equation*}
b_{\beta} \equiv b_{\beta}(\xi) \equiv g\left(\xi_{i_{\beta}}, \xi_{j_{\beta}}\right) \nabla_{i_{\beta}} \cdot \nabla_{j_{\beta}} \tag{2.4}
\end{equation*}
$$

Notice, since $g$ is symmetric and the gradients commute, that $b_{\beta}$ is indeed a well-defined function of the unordered pair $\beta$. With these notations in place, the coefficient functions that play the key role in the series expansion of $S$ can be defined.

Definition 2: For $n \in \mathbb{N}$ define the "tree sums" $a_{n}:\left(\mathbb{R}^{d} \times \mathbb{R}\right)^{2} \rightarrow \mathbb{R}$ by

$$
\begin{align*}
a_{n}(x, t ; k, s) \equiv & \int_{I^{n}} d^{n} \xi \sum_{T \in \mathscr{F} n}\left[\prod_{\beta \in E T} b_{\beta}(\xi)\right] \\
& \times V_{n}\left(\begin{array}{l}
n \\
\times=1 \\
\times \\
p
\end{array}\left(\xi_{p}\right)\right), \tag{2.5}
\end{align*}
$$

where if $n=1$ the empty product is taken as unity.
Lemma 1: For all $n, a_{n} \in C^{\infty}$, and for $n \geqslant 2$,

$$
\begin{equation*}
\left|a_{n}\right| \leqslant n^{n-2} U^{n} K^{2(n-1)} \tag{2.6}
\end{equation*}
$$

Further, if $n \in \mathbb{N}, \alpha, \beta \in \mathbb{W}^{d}, l \in \mathbb{W}$, then for $|\alpha+\beta|>0$,

$$
\begin{align*}
\left|\nabla_{1}^{\alpha} \nabla_{2}^{\beta} a_{n}\right| \leqslant & n^{n-2} U^{n} K^{2(n-1)} n^{|\alpha+\beta|} \\
& \times|\Delta t / m|^{|\beta|}(K / \sqrt{d})^{|\alpha+\beta|} \tag{2.7}
\end{align*}
$$

while for $|\alpha|+l>0$,

$$
\begin{align*}
\left|\nabla_{1}^{\alpha} \partial_{1}^{l} a_{n}\right| \leqslant & n^{n-2} U^{n} K^{2(n-1)} n^{|\alpha|+l} \\
& \times\left(B+\left(K|k|_{1} / \sqrt{d} m\right)\right)^{l}(K / \sqrt{d})^{|\alpha|} \tag{2.8}
\end{align*}
$$

In these equations $|k|_{1}=\Sigma_{i=1}^{d}\left|k_{i}\right|$, the time displacement is denoted by $\Delta t \equiv t-s$, and $\nabla_{i}$ (resp. $\partial_{i}$ ) denotes the derivative with respect to the $i$ th vector (resp. scalar) argument.

Proof: These results are straightforward consequences of Definition 1 , and the fact $v \in \mathscr{U}$. For example, (2.6) results from Cayley's theorem and the fact that $2(n-1)$ gradients occur in $\Pi_{\beta \in E T} b_{\beta}$ if $T \in \mathscr{T} \bar{n}$. In (2.7) and (2.8) the interchange of differentiation and $\xi$ integration $S_{I^{n}} d^{n} \xi$ is justified by Theorem B3 of Ref. 21.

The constructive series representation of action $S$ can now be defined using the tree sums $a_{n}$. It is convenient at this point to fix an initial time $s \in \mathbb{R}$, a $y \in \mathbb{R}^{d}$, and a mass $m$ for the remainder of the discussion.

Definition 3: In terms of $T_{H} \equiv(1 / K)(m / e U)^{1 / 2}$, let $\Omega_{s}$ be the time segment ( $s-T_{H}, s+T_{H}$ ), and define a function $\Phi \equiv \Phi(\cdot, \cdot ; \cdot, s): \mathbb{R}^{d} \times \Omega_{s} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ by the series
$\Phi(x, t ; k, s) \equiv \sum_{n=1}^{\infty} \frac{(-)^{n-1} \Delta t^{2 n-1}}{n!m^{n-1}} a_{n}(x, t ; k, s)$.
Also define $S \equiv S(\cdot, \cdot ; \cdot, s): \mathbb{R}^{d} \times \Omega_{s} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
S(x, t ; k, s) \equiv k \cdot(x-y)-\Delta t\left(k^{2} / 2 m\right)-\Phi(x, t ; k, s) \tag{2.10}
\end{equation*}
$$

Notice that the first two terms on the right-hand side of (2.10) are a solution of the free Hamilton-Jacobi equation [(1.13) with $v=0]$ with initial value $k \cdot(x-y)$. Since $\Phi=0$ if $\Delta t=0$, or if $v=0$, then clearly $\Phi$ should determine the modification to this solution produced when $v$ is present. The following lemma studies the convergence properties of the series $\Phi$, thereby showing $S$ is well defined.

Lemma 2: (a) For each fixed $t \in \Omega_{s}$, series (2.9) converges absolutely, and uniformly for $x, k \in \mathbb{R}^{d}$. The convergence is also uniform for $t$ in compact subsets of $\Omega_{s}$.
(b) Function $\Phi \in C^{\infty}$. For all $\alpha, \beta \in \mathbb{W}^{d}, l \in \mathbb{W}$, and $(x, t, k) \in \mathfrak{D} \Phi$ (the domain of $\Phi$ ),

$$
\begin{align*}
\nabla_{1}^{\alpha} \nabla_{2}^{\beta} \partial_{1}^{l} \Phi(x, t ; k, s)= & \sum_{n=1}^{\infty} \frac{(-)^{n-1}}{n!m^{n-1}}\left(\frac{d}{d t}\right)^{l} \\
& \times\left[\Delta t^{2 n-1} \nabla_{1}^{\alpha} \nabla_{2}^{\beta} a_{n}(x, t ; k, s)\right] \tag{2.11}
\end{align*}
$$

This series converges absolutely, and uniformly for $x \in \mathbf{R}^{d}$ and ( $t, k$ ) in compact subsets of $\Omega_{s} \times \mathbb{R}^{d}$. If $l=0$, the convergence is uniform for $k \in \mathbb{R}^{d}$.

Proof: Both (a) and (b) are straightforward consequences of Lemma 1, standard tests for series convergence, and Theorem B3 of Ref. 21. Since the results of (b) are especially important in the remaining analysis, its proof will be sketched in the most tedious case where $|\beta|, l>0$.

Write $z=(x, t, k) \in \mathfrak{D} \Phi$ and let

$$
f_{n}(z)=\left[(-)^{n-1} / n!m^{n-1}\right] \Delta t^{2 n-1} a_{n}(z, s)
$$

be the summand in (2.9). According to Theorem B3 mentioned above, the following three conditions must be verified to prove (2.11): (i) for every $n, f_{n} \in C^{\infty}$; (ii) $\nabla^{\gamma} f_{n}(z)$ is absolutely summable over $n \in \mathbf{N}$, for all $\gamma \in W^{2 d+1}, z \in \mathfrak{D} \Phi$; and (iii) for every compact $Z \subset \mathfrak{D} \Phi$ and $\gamma \in \mathbb{W}^{2 d}+1$ there is a summable sequence $\left\{b_{n}=b_{n}(Z, \gamma)\right\}$ such that
$\left|\nabla^{\gamma} f_{n}(z)\right| \leqslant b_{n} \quad(z \in Z$, all $n)$.
In view of Lemma 1, condition (i) holds, and it suffices to verify the summability in (ii) and (iii) for $n \geqslant N$, where $N \in \mathbf{N}$ will be conveniently chosen. Turning to (ii), let $\gamma=(\alpha, l, \beta)$; since $f_{n} \in C^{\infty}$ we may differentiate in the following order

$$
\nabla^{\gamma} f_{n}(z)=\left(\frac{d}{d t}\right)^{l} \nabla_{k}^{\beta} \nabla_{x}^{\alpha} f_{n}(x, t, k)
$$

As in the proof of Lemma 1, we have
$\nabla_{k}^{\theta} \nabla_{x}^{\alpha} a_{n}=\int_{I^{n}} d^{n} \xi \sum_{T \in \mathscr{F} \bar{n}}\left[\prod_{\beta \in E T} b_{\beta}\right] \nabla_{k}^{\beta} \nabla_{x}^{\alpha} V_{n}\left(\underset{p=1}{n} w\left(\xi_{p}\right)\right)$.
From (2.2) and (2.3) one sees that each $\partial / \partial x_{j}$ in $\nabla_{x}^{\alpha}$ becomes $\Sigma_{\rho=1}^{n} \nabla_{\rho}^{\delta_{j}}$, while each $\partial / \partial k_{j}$ in $\nabla_{k}^{\beta}$ becomes $\Sigma_{\rho=1}^{n}(\Delta t / m)\left(\xi_{\rho}-1\right) \nabla_{\rho}^{\delta_{j}}$. Here $\delta$ is the Kronecker delta, so $\delta_{j} \in W^{d}$ has value 1 at $j$, and 0 elsewhere.

Choose $N$ large enough so that $2 N-1+|\beta|>l$. Then

$$
\begin{aligned}
& \sum_{n>N}\left|\nabla^{\gamma} f_{n}(z)\right| \\
&= \sum_{n>N}\left(n!m^{n-1+|\beta|}\right)^{-1} \left\lvert\,\left(\frac{d}{d t}\right)^{t} \Delta t^{2 n-1+|\beta|} \int_{I^{n}} d^{n \xi}\right. \\
& \times \sum_{T \in G_{n}}\left[\prod_{\rho \in E T} b_{\beta}\right] \prod_{j=1}^{d}\left[\left(\sum_{\rho=1}^{n}\left(\xi_{\rho}-1\right) \nabla_{\rho}^{\delta_{j}}\right)^{\beta_{j}}\right. \\
&\left.\times\left(\sum_{\rho=1}^{n} \nabla_{\rho}^{\delta_{j}}\right)^{\alpha_{j}}\right] V_{n}\left({ }_{p=1}^{n} w\left(\xi_{p}\right)\right) \mid
\end{aligned}
$$

(which is obviously convergent if $\Delta t=0$ ). Apply Leibnitz' rule to the action of $(d / d t)^{l}$; those powers of $d / d t$ acting on $\nabla_{k}^{\beta} \nabla_{x}^{\alpha} a_{n}$ may be taken inside the $\xi$ integral (by a proof similar to that of Lemma 1), and then replaced by

$$
\sum_{\rho=1}^{n}\left\{\sum_{\sigma=1}^{d}\left(\xi_{\rho}-1\right) \frac{k_{\sigma}}{m} \nabla_{\rho}^{\delta_{\alpha}}+\xi_{\rho} \partial_{\rho}\right\}
$$

Upon applying the bounds in Lemma 1 to the resulting derivatives of $v$, and using $\left|\xi_{\rho}-1\right| \leqslant 1$, one finds after some rearrangement the majorizing series

$$
\begin{aligned}
& \sum_{n>N}\left|\nabla^{\gamma} f_{n}(z)\right| \\
& \leqslant \sum_{n>N}\left(\frac{K^{2} \Delta t^{2} U}{m}\right)^{n} \frac{n^{n}}{n!} \frac{m^{1-|\beta|}}{K^{2}}\left(\frac{n K}{\sqrt{d}}\right)^{|\alpha+\beta|}|\Delta t|^{|\beta|-1} \\
& \times \sum_{r=0}^{l}\binom{l}{r} \frac{(2 n-1+|\beta|)!}{(2 n-1+|\beta|-r)!}|\Delta t|^{-r} \\
& \times\left\{B+\frac{K|k|_{1}}{\sqrt{d} m}\right\}^{1-r} n^{l-r-2}
\end{aligned}
$$

On the right-hand side here, employ the following bounds ( for $0 \leqslant r \leqslant l, \Delta t \neq 0$ ):
$\binom{l}{r} \leqslant l!, \quad|\Delta t|^{-r} \leqslant \max \left\{1,|\Delta t|^{-1}\right\}$,

$$
\left(B+K|k|_{1} /(\sqrt{d} m)\right)^{l-r} \leqslant\left(1+B+K|k|_{1} /(\sqrt{d} m)\right)^{l}
$$

Also note that

$$
\begin{gathered}
\sum_{r=0}^{l} n^{\prime-r-2}(2 n+|\beta|-1)(2 n+|\beta|-2) \\
\times \cdots(2 n+|\beta|-r)=n^{-2} \widetilde{P}_{l}(n)
\end{gathered}
$$

where $\widetilde{P}_{l}(n)$ is a polynomial in $n$, of degree $l$, and is positive for $n \geqslant N$. These facts lead to the final estimate

$$
\begin{align*}
\sum_{n>N}\left|\nabla^{\gamma} f_{n}(z)\right| \leqslant & \sum_{n=N}^{\infty}\left(\frac{K^{2} \Delta t^{2} U}{m}\right)^{n} \frac{n^{n}}{n!}\left(\frac{n K}{\sqrt{d}}\right)^{|\alpha+\beta|} K^{-2} \\
& \times\left(\frac{|\Delta t|}{m}\right)^{|\beta|-1} \widetilde{C} n^{t-2} \tag{2.12}
\end{align*}
$$

where $\widetilde{C}=\widetilde{C}\left(|\Delta t|,|k|_{1}, l, \beta, K, B, d\right)$ is independent of $n$. Employing the bound $n^{n} / n!\leqslant e^{n} / \sqrt{2 \pi}$, and the fact $|\Delta t|<T_{H}$, then (2.12) is seen to be convergent by the ratio test, verifying (ii).

Finally (iii) follows from (2.12) noting that the summand is monotonically increasing in $|\Delta t|$, behaving near $\Delta t=0$ like $|\Delta t|^{2 n+|\beta|-1-t}$, which is nonsingular since $n \geqslant N$.

The next goal is to establish that $S$ is indeed a solution of the Hamilton-Jacobi equation. This is the content of the following proposition and theorem.

Proposition 1: The family of functions $\left\{a_{n}\right\}_{n>1}$ of Definition 2 satisfies the following integral identities for all $(x, t, k) \in \mathbb{R}^{2 d+1}$ :

$$
\begin{align*}
a_{1}(x, t ; k, s)= & \int_{I} d \xi v(w(\xi)),  \tag{2.13a}\\
a_{n}(x, t ; k, s)= & -\frac{1}{2} \sum_{i=1}^{n-1}\binom{n}{l} \int_{I} d \xi \xi^{2 n-2} \\
& \times\left(\nabla_{1} a_{l} \cdot \nabla_{1} a_{n-l}\right)(w(\xi) ; k, s) \quad(n \geqslant 2) \tag{2.13b}
\end{align*}
$$

Proof: See the Appendix.
Let $H_{c}: \mathbb{R}^{2 d+1} \rightarrow \mathbb{R}$ be the classical Hamiltonian associated with (1.1), viz.,

$$
\begin{equation*}
H_{c}(x, p, t)=(1 / 2 m) p^{2}+v(x, t) \tag{2.14}
\end{equation*}
$$

Theorem 1: Let $v \in \mathscr{U}$. For each $(k, s) \in \mathbb{R}^{d} \times \mathbb{R}$, the function $S(\cdot, \cdot ; k, s): \quad \mathbb{R}^{d} \times \Omega_{s} \rightarrow \mathbb{R}$ is a solution of the Hamil-ton-Jacobi equation

$$
\begin{equation*}
\partial_{1} S(x, t ; k, s)+H_{c}\left(x, \nabla_{1} S(x, t ; k, s), t\right)=0 \tag{HJ}
\end{equation*}
$$

Proof: From (2.10) and Lemma 2 it is clear $S(\cdot, \cdot ; k, s)$ is $C^{1}$ so it must be shown that ( HJ ) holds identically for $(x, t) \in \mathbf{R}^{d} \times \mathbf{\Omega}_{s}$. A direct computation of the left-hand side of ( HJ ) using (2.10) results in

$$
\begin{align*}
\partial_{1} S+H_{c}\left(x, \nabla_{1} S, t\right)= & -\partial_{1} \Phi(x, t ; k, s)-m^{-1} k \cdot \nabla_{1} \Phi \\
& +(1 / 2 m)\left(\nabla_{1} \Phi\right)^{2}+v(x, t) \tag{2.15}
\end{align*}
$$

where omitted function arguments are the same as their last appearance. Appealing to Lemma 2, substitute series (2.9) for $\Phi$, differentiate term-by-term, and evaluate $\left(\nabla_{1} \Phi\right)^{2}$ by
the Cauchy product; the right-hand side of (2.15) becomes

$$
\begin{align*}
\sum_{n=1}^{\infty} & \frac{(-)^{n}}{n!}\left(\frac{\Delta t^{2}}{m}\right)^{n-1} \\
\times & \left\{\left[(2 n-1)+\Delta t \frac{\partial}{\partial t}+\frac{\Delta t}{m} k \cdot \nabla_{x}\right] a_{n}(x, t ; k, s)\right. \\
& \left.\quad-\delta_{n, 1} v(x, t)+\frac{1}{2} \sum_{l=1}^{n-1}\binom{n}{l}\left(\nabla_{1} a_{l} \cdot \nabla_{1} a_{n-1}\right)(x, t ; k, s)\right\} \tag{2.16}
\end{align*}
$$

The $\Sigma_{l=1}^{n-1}$ is absent if $n=1$. It will now be shown that the $\{\cdots\}$ in (2.16) vanishes for all $n \in \mathbb{N}$. Consider the $n=1$ case (similar arguments apply if $n \geqslant 2$ ). Replace ( $x, t$ ) with $w(\lambda)$ in (2.13a), where $\lambda \in I$. In doing this the following composition law is used:

$$
\begin{aligned}
\left.w(\xi)\right|_{(x, t)=w(\lambda)}= & ([x+(\lambda-1) \Delta t k / m] \\
& +(\xi-1)[\lambda(t-s)] k / m \\
& s+\xi[\lambda(t-s)])=w(\xi \lambda)
\end{aligned}
$$

Therefore (2.13a) has become

$$
a_{1}(w(\lambda) ; k, s)=\int_{I} d \xi v(w(\xi \lambda))
$$

Now multiply this by $\lambda$, change the integration variable to $\gamma=\xi \lambda$, differentiate with respect to $\lambda$, and set $\lambda=1$ to find

$$
\left[1+\Delta t \frac{\partial}{\partial t}+\frac{\Delta t}{m} k \cdot \nabla_{x}\right] a_{1}(x, t ; k, s)=v(x, t)
$$

Hence the $n=1$ term in (2.16) is zero.
At this point, it is worth noticing two useful consequences of the Hamilton-Jacobi equation and the smoothness of $S$. First, if (HJ) is differentiated with respect to the parameter $k$, one obtains

$$
\begin{equation*}
\partial_{1} \nabla_{2} S(x, t ; k, s)+(1 / m) \nabla_{2} \nabla_{1} S \nabla_{1} S=0 \tag{2.17}
\end{equation*}
$$

in the second term the $d \times d$ matrix $\nabla_{2} \nabla_{1} S$ [with elements $\left.\left(\nabla_{2} \nabla_{1} S\right)_{i, j} \equiv \nabla_{2}^{i} \nabla^{j} S\right]$ multiplies the vector $\nabla_{1} S$. The second consequence concerns the determinant $D$ $\equiv D(\cdot, \cdot ; \cdot, s): \mathbb{R}^{d} \times \Omega_{s} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined by

$$
\begin{align*}
D(x, t ; k, s) & \equiv \operatorname{det} \nabla_{1} \nabla_{2} S(x, t ; k, s) \\
& =\operatorname{det}\left[\delta-\nabla_{1} \nabla_{2} \Phi(x, t ; k, s)\right] \tag{2.18}
\end{align*}
$$

where $\delta$ is the unit matrix (i.e., Kronecker delta).
Lemma 3: For all $(x, t, k) \in \mathfrak{D} D$, the following continuity equation is obeyed:

$$
\begin{align*}
& \partial_{1} D(x, t ; k, s) \\
& \quad+\nabla_{x} \cdot\left\{D(x, t ; k, s) \nabla_{2} H_{c}\left(x, \nabla_{1} S(x, t ; k, s), t\right)\right\}=0 . \tag{2.19}
\end{align*}
$$

Proof: This follows from differentiating (HJ) with respect to $x_{i}$ and $k_{j}$, and performing a number of algebraic manipulations.

I now introduce a slightly smaller time domain than $\Omega_{s}$, on which the remaining analysis will be done. The reason for this is that on this smaller domain the useful quantities derived from $S$ are particularly neatly characterized.

Definition 4: Given $\sigma \in(0,1)$, define $t(\sigma)$ $\equiv[1+1 / \sigma \sqrt{2 \pi}]^{-1 / 2} T_{H}$, and introduce the time segment

$$
\begin{equation*}
\Omega_{s}(\sigma)=(s-t(\sigma), s+t(\sigma)) \tag{2.20}
\end{equation*}
$$

Note that $t(\sigma) \rightarrow 0$ as $\sigma \rightarrow 0$; it will always be assumed that $\sigma \in(0,1)$. The family of convergent series $\gamma:[0,1) \times \mathbb{Z} \rightarrow \mathbb{R}$ (where $\mathbb{Z}$ denotes the integers),

$$
\begin{align*}
& \gamma\left(\lambda_{\sigma}, l\right) \equiv \sum_{n=1}^{\infty} \lambda_{\sigma}^{n} n^{l}  \tag{2.21}\\
& \lambda_{\sigma} \equiv\left(1+(\sigma \sqrt{2 \pi})^{-1}\right)^{-1} \in(0,1) \tag{2.22}
\end{align*}
$$

will occur frequently in subsequent estimates.
Lemma 4: For $x, k \in \mathbb{R}^{d}, t \in \Omega_{s}(\sigma)$ and $\alpha, \beta \in \mathbb{W}^{d}$, $|\alpha+\beta|>0$ one has the estimate

$$
\begin{align*}
& \left|\nabla_{1}^{\alpha} \nabla{ }_{2}^{\beta} \Phi(x, t ; k, s)\right| \\
& \quad<\frac{K^{|\alpha+\beta|-2}}{\sqrt{2 \pi} \sqrt{d}^{|\alpha+\beta|}}\left(\frac{t(\sigma)}{m}\right)^{|\beta|-1} \gamma\left(\lambda_{\sigma},|\alpha+\beta|-2\right) \tag{2.23}
\end{align*}
$$

In particular if $\alpha=\delta_{i}, \beta=\delta_{j}(i, j \in \bar{d})$,

$$
\begin{equation*}
\left|\nabla_{1}^{i} \nabla_{2}^{j} \Phi(x, t ; k, s)\right|<\sigma / d, \tag{2.24}
\end{equation*}
$$

where $\nabla_{l}^{i} \equiv \nabla_{l}^{\delta_{i}}$ is the $i$ th component of the gradient on the $l$ th vector argument.

Proof: Estimate (2.23) follows at once from (2.11) and (2.7).

Based on these explicit estimates, many of the critical properties of the relevant quantities derived from $S$ will now be obtained.

Proposition 2: For any $t \in \Omega_{s}(\sigma), k \in \mathbb{R}^{d}$ the following map is a $C^{\infty}$ diffeomorphism:

$$
f \equiv \nabla_{2} S(\cdot, t ; k, s): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}
$$

Remark: For comparative purposes, I point out that if a study of the classical trajectories were to be made, then this diffeomorphism would turn out to be the map $x \mapsto y(t, x)$ in (1.9). However, no use will be made of this fact.

Proof: Lemma 2 implies $f$ is $C^{\infty}$. Let $u \in \mathbb{R}^{d}$ be arbitrary and consider the map $F: \quad \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ defined by

$$
\begin{equation*}
F(x) \equiv(\Delta t / m) k+u+\nabla_{2} \Phi(x, t ; k, s) \tag{2.25}
\end{equation*}
$$

If $x, x^{\prime} \in \mathbb{R}^{d}$, applying Taylor's formula and Schwarz' inequality to the $j$ th component of $F$ shows

$$
\left|F_{j}(x)-F_{j}\left(x^{\prime}\right)\right| \leqslant\left|x-x^{\prime}\right|\left|\nabla F_{j}\left(x^{\prime}+\lambda\left(x-x^{\prime}\right)\right)\right|
$$

for some $\lambda \in(0,1)$. But (2.25) implies that for any $z \in \mathbb{R}^{d}$,

$$
\left|\nabla F_{j}(z)\right|=\left|\nabla_{1} \nabla_{2}^{j} \Phi(z, t ; k, s)\right|<\left(\sum_{i=1}^{d}\left(\frac{\sigma}{d}\right)^{2}\right)^{1 / 2}=\frac{\sigma}{\sqrt{d}}
$$

where (2.24) was used. Hence
$\left.\left|F(x)-F\left(x^{\prime}\right)\right|=\left(\sum_{j=1}^{d} \mid F_{j}(x)-F_{j}\left(x^{\prime}\right)\right)^{2}\right)^{1 / 2}<\sigma\left|x-x^{\prime}\right|$.
Since $\sigma<1, F$ is a contraction mapping and therefore possesses a unique fixed point, say $x_{*}=F\left(x_{*}\right)$. From the definitions of $f$ and $F$, this is equivalent to the statement $f\left(x_{*}\right)=u$. This shows $f$ is surjective, while the uniqueness of $x_{*}$ implies that $f$ is injective. Finally, $f^{-1} \in C^{\infty}$ by the inverse function theorem.

The WKB error estimate to be found in Sec. IV requires some bounds on the determinant $D$, and its derivatives. This section concludes with a study of these. It is useful to begin by establishing some notation for matrix norms, and recalling a few basic facts from matrix analysis.

Let $A, B \in \mathbb{C}^{d \times d}$ be $d \times d$ complex-valued matrices. The operator norm of the linear transformation associated with $A$ is

$$
\|A\| \equiv \sup \left\{|A u|\left|u \in \mathbb{C}^{d},|u|=1\right\}\right.
$$

where $|u|^{2}=\Sigma_{i=1}^{d}\left|u_{i}\right|^{2}$. This norm has two well-known properties of interest. The first is that

$$
\begin{equation*}
|\operatorname{det} A| \leqslant\|A\|^{d} \tag{2.26}
\end{equation*}
$$

while the second ${ }^{22}$ (Neumann series) shows that if $\|B\|<1$, then $\delta+B$ is invertible and

$$
\begin{equation*}
\left\|(\delta+B)^{-1}\right\| \leqslant(1-\|B\|)^{-1} . \tag{2.27}
\end{equation*}
$$

Another useful matrix norm is the Hilbert-Schmidt norm

$$
\|A\|_{2} \equiv\left(\sum_{i, j=1}^{d}\left|A_{i, j}\right|^{2}\right)^{1 / 2}
$$

It may be used to estimate a trace via

$$
\begin{equation*}
|\operatorname{Tr}(A B)| \leqslant\|A\|_{2}\|B\|_{2}, \tag{2.28}
\end{equation*}
$$

which is seen by regarding $\operatorname{Tr}(A B)$ as a Hermitian inner product of two vectors $A^{\dagger}, B$ on the index set $\bar{d} \times \bar{d}$, and applying Schwarz' inequality. The matrix norms $\|\cdot\|$ and $\|\cdot\|_{2}$ are both algebra norms, viz.,

$$
\begin{equation*}
\|A B\| \leqslant\|A\|\|B\|, \quad\|A B\|_{2} \leqslant\|A\|_{2}\|B\|_{2} \tag{2.29}
\end{equation*}
$$

and are numerically related by

$$
\begin{equation*}
\|A\| \leqslant\|A\|_{2} \leqslant \sqrt{d}\|A\| . \tag{2.30}
\end{equation*}
$$

The derivative of a determinant will be treated as follows. If $A:(a, b) \subset \mathbb{R} \rightarrow \mathbb{C}^{d} \times d$ is $C^{1}$ and everywhere invertible, then one has the well-known result

$$
\begin{equation*}
\frac{d}{d \lambda} \operatorname{det} A(\lambda)=(\operatorname{det} A(\lambda)) \operatorname{Tr}\left[A(\lambda)^{-1} \frac{d}{d \lambda} A(\lambda)\right] \tag{2.31}
\end{equation*}
$$

which follows from differentiating the permutation expansion of the determinant and manipulating the resulting cofactors. The inverse matrix appearing in (2.31) may be estimated by ${ }^{23}$

$$
\begin{equation*}
\left\|A^{-1}\right\| \leqslant\|A\|^{d-1} /|\operatorname{det} A| . \tag{2.32}
\end{equation*}
$$

Lemma 5: Let $x, k \in \mathbb{R}^{d}, t \in \Omega_{s}(\sigma)$, and $i, j \in \bar{d}$. Then

$$
\left.\left.\left.\begin{array}{l}
(1-\sigma)^{d}<D(x, t ; k, s)<(1+\sigma)^{d} \\
\left|\nabla_{1}^{i} D(x, t ; k, s)\right| \leqslant(K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right)(1+\sigma)^{d-1} \\
\left|\nabla_{1}^{i} \nabla_{1}^{j} D(x, t ; k, s)\right| \\
\quad \leqslant
\end{array}\right](K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right)(1+\sigma)^{d-1}\right]^{2}\right)
$$

Remarks: (a) Bounds for $\left|\nabla_{1} D\right|$ (and the Laplacian $\left.\left|\Delta_{1} D\right|\right)$ are obtained by multiplying the constants on the right-hand side of (2.34) [and (2.35)] by $\sqrt{d}$ (and $d$ ).
(b) Result (2.33) together with Theorem 1 implies that $S$ is a complete integral (in the sense of Jacobi's theorem ${ }^{24}$ ) of the Hamilton-Jacobi equation, on the domain $\mathbb{R}^{d} \times \Omega_{s}(\sigma) \times \mathbb{R}^{d}$.

Proof: Begin with (2.33). Let $A=\delta-\nabla_{1} \nabla_{2} \Phi$ be the matrix whose determinant is $D$. Using (2.24) and (2.30) we
have $\left\|-\nabla_{1} \nabla_{2} \Phi\right\|<\sigma<1$. It follows that

$$
|D| \leqslant\|A\|^{d}<(1+\sigma)^{d}
$$

which proves the right inequality in (2.33). Applying the Neumann series result to $A$ gives

$$
\left\|A^{-1}\right\| \leqslant\left(1-\left\|\nabla_{1} \nabla_{2} \Phi\right\|\right)^{-1}<(1-\sigma)^{-1}
$$

Consequently (2.26) implies

$$
|D|=\left|\operatorname{det} A^{-1}\right|^{-1} \geqslant\left\|A^{-1}\right\|^{-d}>(1-\sigma)^{d}
$$

This proves (2.33) once it is seen that $D>0$. But this is true because $\delta-\xi \nabla_{1} \nabla_{2} \Phi$ is invertible for $\xi \in[0,1]$, and $[0,1] \ni \xi \mapsto \operatorname{det}\left(\delta-\xi \nabla_{1} \nabla_{2} \Phi\right) \in \mathbb{R}$ is continuous, with value 1 at $\xi=0$.

Turning to (2.34), we employ (2.31) with $\lambda=x_{i}$ and find
$\left|\nabla_{1}^{i} D\right|=D\left|\operatorname{Tr}\left(A^{-1} \nabla_{1}^{i} A\right)\right| \leqslant D\left\|A^{-1}\right\|_{2}\left\|\nabla_{1}^{i} A\right\|_{2}$.
But $D\left\|A^{-1}\right\|_{2} \leqslant D \sqrt{d}\left\|A^{-1}\right\| \leqslant \sqrt{d}\|A\|^{d-1} \leqslant \sqrt{d}(1+\sigma)^{d-1}$, and from (2.23) one easily gets

$$
\left\|\nabla_{1}^{i} A\right\|_{2}=\left\|\nabla_{1}^{i} \nabla_{1} \nabla_{2} \Phi\right\|_{2} \leqslant(K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right) d^{-1 / 2}
$$

Inserting these results into (2.36) establishes (2.34). A similar pattern of estimates applied to the identity

$$
\begin{aligned}
\nabla_{1}^{i} \nabla_{1}^{j} D= & \nabla_{1}^{j} D \operatorname{Tr}\left(A^{-1} \nabla_{1}^{i} A\right) \\
& +D \operatorname{Tr}\left(A^{-1}\left[\nabla_{1}^{j} \nabla_{1}^{i} A-\nabla_{1}^{j} A A^{-1} \nabla_{1}^{i} A\right]\right)
\end{aligned}
$$

leads to (2.35).

## III. THE QUANTUM SYSTEM

In this brief section, the quantum system associated with the wave-mechanical Hamiltonian (1.1) is defined. The relevant properties of the time evolution governed by Schrödinger's equation are also recalled. Finally, the initial value problem, whose WKB approximation is sought, will be formulated.

Definition 5: Let $K_{0}: D_{0} \rightarrow \mathscr{H}=L^{2}\left(\mathbb{R}^{d}\right)$ denote the self-adjoint extension of the Laplacian on $\mathbb{R}^{d}$; specifically

$$
\begin{align*}
& D_{0} \equiv\left\{\psi \in \mathscr{H} \mid \alpha^{2} \mathscr{F} \psi(\alpha) \in L^{2}\left(\mathbb{R}_{\alpha}^{d}\right)\right\},  \tag{3.1a}\\
& \mathscr{F} K_{0} \psi(\alpha) \equiv \alpha^{2} \mathscr{F} \psi(\alpha)
\end{align*}
$$

where $\mathscr{F} \in \mathscr{B}(\mathscr{H})$ (the bounded operators on $\mathscr{H} \rightarrow \mathscr{H})$ denotes the unitary Fourier transform,

$$
\mathscr{F} \psi(\alpha)=(2 \pi)^{-d / 2} \int d x e^{-i \alpha \cdot x} \psi(x) \quad\left(\psi \in L^{1} \cap L^{2}\right)
$$

For $\hbar, m>0$ the free Hamiltonian is defined by $H_{0}=-\left(\hbar^{2} /\right.$ $2 m) K_{0}: D_{0} \rightarrow \mathscr{H}$. For $v \in \mathscr{U}$ and $t \in \mathbb{R}$, one has the potential energy operator $V(t) \in \mathscr{B}(\mathscr{H}), V(t) \psi(x) \equiv v(x, t) \psi(x)$. Finally, the total Hamiltonian is defined as the self-adjoint operator

$$
\begin{equation*}
H(t)=H_{0}+V(t): D_{0} \rightarrow \mathscr{H} \tag{3.2}
\end{equation*}
$$

Proposition 3: There exists a two-parameter family of "Schrödinger evolution" operators $\{U(t, s) \in \mathscr{B}(\mathscr{H}) \mid t, s \in \mathbb{R}\}$ with the properties (for all $t, s$ ):
(a) $U(t, s)\left(D_{0}\right) \subset D_{0}$;
(b) $\|U(t, s)\|=1$;
(c) $U(t, \cdot)$ is strongly continuous;
(d) $U(s, s)=I$ (the identity on $\mathscr{H}$ );
and
(e) on the domain $D_{0}, U(t, s)$ is strongly differentiable with respect to $t$ and $s$ (separately), and satisfies

$$
\begin{align*}
& i \hbar \frac{d}{d t} U(t, s) \psi=H(t) U(t, s) \psi  \tag{3.3a}\\
& -i \hbar \frac{d}{d s} U(t, s) \psi=U(t, s) H(s) \psi \tag{3.3b}
\end{align*}
$$

for all $\psi \in D_{0}$.
Remark: Of course the operators $U(t, s)$ have a number of additional properties, such as unitarity. Those listed above are sufficient for the subsequent development.

Proof: The results follow readily from the general theory ${ }^{25}$ of linear evolution equations in Banach space, with time-dependent unbounded operator coefficients, together with the facts that $H(t)$ is self-adjoint with $t$-invariant domain $D_{0}$, and $t \mapsto V(t)$ is strongly continuously differentiable.

The next result is required in order to compute the action of $H(t)$ on a smooth WKB wave function.

Lemma 6: Let $D_{1} \equiv\left\{\psi \in C^{2} \cap L^{2}\left(\mathbf{R}^{d}\right) \mid \Delta \psi \in L^{2}\right\}$, where $\Delta \psi$ denotes the ordinary Laplacian of the $C^{2}$ function $\psi$ : $\mathbf{R}^{d} \rightarrow \mathbb{C}$. Then $D_{1} \subset D_{0}$ and $K_{0} \psi=\Delta \psi$ for $\psi \in D_{1}$.

Proof: This follows from a standard functional-analytic argument proving that $D_{1}$ is a core for $K_{0}$. (See Ref. 22, pp. 298 and 299.)

The preceding results in this section, even though well known, would require a considerable amount of work to prove from first principles. However, since such results are ultimately an essential part of any serious discussion of quantum evolution (and its approximation), the work required to prove them should not be regarded as contributing to the level of difficulty of the WKB method being presented here.

Let us now consider the Cauchy initial value problem (IVP) for Schrödinger's equation. Suppose $\psi \in D_{0}$ is given. Then Proposition 3 implies that

$$
\begin{equation*}
\mathbf{R} \ni t \mapsto \Psi_{t} \equiv U(t, s) \psi \in \mathscr{H} \tag{3.4}
\end{equation*}
$$

is a strict solution of Schrödinger's equation with initial value $\psi$. That is, $\Psi_{t} \in \mathfrak{D} H(t)$ for all $t$, (1.2) holds, and $\Psi_{s}=\psi$. More generally, if $\psi \in \mathscr{H} \backslash D_{0}$, then (3.4) defines a generalized solution of the IVP.

In the next section, initial data $\psi$ of the form (1.3) will be considered. Specifically, I will assume that

$$
\begin{equation*}
\psi(x)=\varphi(x) \exp [(i / \hbar) k \cdot(x-y)], \tag{3.5}
\end{equation*}
$$

where $\varphi \in C^{3}\left(\mathbb{R}^{d} ; \mathbb{C}\right)$ and $\nabla^{\alpha} \varphi \in \mathscr{H}$ for all $\alpha \in W^{d}$ with $|\alpha| \leqslant 3$. A simple calculation then shows $\psi \in D_{1} \subset D_{0}$, so the resultant exact solution (3.4) of the Schrödinger IVP (1.2) and (1.3) is in fact a strict solution. Moreover, the initial states of the form (3.5) form a dense linear manifold in $\mathscr{H}$.

## IV. THE WKB WAVE FUNCTION AND ERROR ESTIMATE

This section contains the analysis of the lowest order $\hbar \rightarrow 0$ asymptotics of the Schrödinger IVP (1.2) and (1.3), for times in $\Omega_{s}(\sigma)$. The constructive series solution $S$ of the Hamilton-Jacobi equation is used to define the WKB-approximation wave function $\Upsilon$. A few simple properties of $\Upsilon$
are derived, and used to show that $\Upsilon$ is asymptotic, as $\hbar \rightarrow 0$, to the exact solution of the IVP, with respect to the norm of $\mathscr{H}$.

Definition 6: Denote by $f: \mathbb{R}^{d} \times \Omega_{s}(\sigma) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ the map

$$
\begin{equation*}
f(x) \equiv f(x ; t, k, s)=\nabla_{2} S(x, t ; k, s) \tag{4.1}
\end{equation*}
$$

In terms of $f, S$, and $D$ define the "lowest order WKB wave function" $\Upsilon: \mathbb{R}^{d} \times \Omega_{s}(\sigma) \rightarrow \mathbb{C}$ by
$\Upsilon(x, t) \equiv \sqrt{D(x, t ; k, s)} \varphi(f(x)) \exp [(i / \hbar) S(x, t ; k, s)]$,
where $k, y \in \mathbb{R}^{d}$ are the parameters appearing in the initial data (1.3), and $\varphi \in \mathscr{H}$ has the properties assumed at the end of Sec. III.

As indicated in (4.1), the arguments $t, k, s$ of $f$ will be notationally suppressed, the reason being that it is useful to regard $x \mapsto f(x)$ as a diffeomorphism of $\mathbb{R}^{d}$, according to Proposition 2. Regarding (4.2) recall that $D>0$ [Eq. (2.33)]. From the initial $t=s$ values $S=k \cdot(x-y)$, $f=x, D=1$, it is seen that $\Upsilon$ satisfies the initial condition (1.3) exactly,

$$
\begin{equation*}
\Upsilon(x, s)=\varphi(x) \exp [(i / \hbar) k \cdot(x-y)] \tag{4.3}
\end{equation*}
$$

Two technical properties of $\Upsilon$ which allow the Hilbert space operations $H_{0}$ and $d / d t$ to be applied to $\Upsilon$ via partial differentiation are obtained next.

Lemma 7: (a) For each $t \in \Omega_{s}(\sigma)$,

$$
\Upsilon(\cdot, t) \in D_{1}=\left\{\psi \in C^{2} \cap L^{2} \mid \Delta \psi \in L^{2}\right\}
$$

(b) The map $\Omega_{s}(\sigma) \ni t \mapsto \Upsilon(\cdot, t) \in L^{2}$ is strongly continuously differentiable, with

$$
\left[\frac{d}{d t} \Upsilon(\cdot, t)\right](x)=\partial \Upsilon(x, t) \quad\left[t \in \Omega_{s}(\sigma), \text { a.a. } x\right]
$$

Proof: (a) From Lemma 2 and the hypothesis on $\varphi$, it is clear $\Upsilon(\cdot, t) \in C^{2}$. Also, upon noting that $D$ is just the Jacobian determinant of $f$, one employs the change of integration variables $x^{\prime}=f(x)$ to show $\Upsilon \in L^{2}$,

$$
\begin{aligned}
\int d x|\Upsilon(x, t)|^{2} & =\int d x D(x, t ; k, s)|\varphi(f(x))|^{2} \\
& =\int d x^{\prime}\left|\varphi\left(x^{\prime}\right)\right|^{2}=\|\varphi\|^{2}<\infty
\end{aligned}
$$

It remains to show $\Delta \Upsilon(\cdot, t) \in L^{2}$. A straightforward differentiation of (4.2) with respect to $x$ yields the estimate
$|\Delta \Upsilon(x, t)|$

$$
\begin{align*}
& \leqslant D^{1 / 2}\left\{\left[\left(\frac{\nabla_{1} D}{2 D}\right)^{2}+\left(\frac{1}{\hbar} \nabla_{1} S\right)^{2}\right.\right. \\
&\left.+\frac{\left|\Delta_{1} D\right|}{2 D}+\frac{1}{\hbar}\left|\Delta_{1} S\right|\right]|\varphi(f(x))| \\
&+\left[|\Delta f(x)|+\left(\frac{1}{D}\left|\nabla_{1} D\right|+\frac{2}{\hbar}\left|\nabla_{1} S\right|\right)\|\nabla f(x)\|_{2}\right] \\
& \times|\nabla \varphi(f(x))|+\|\nabla f(x)\|_{2}^{2} \| \nabla \nabla \varphi\left(f(x) \mid \|_{2}\right\} \tag{4.4}
\end{align*}
$$

The next step is to observe that each $\varphi$-independent factor in the $\{\cdots\}$ of (4.4) has a finite $x$-independent bound. For example, in Lemma 5 it was shown that $D^{-1}<(1-\sigma)^{-d}$ and $\left|\nabla_{1} D\right|,\left|\Delta_{1} D\right|<$ const. In a similar fashion it is possible to
derive $x$-independent bounds for the other quantities $\left|\nabla V_{1} S\right|$, $\left|\Delta_{1} S\right|,\|\nabla f(x)\|_{2},|\Delta f|$ appearing in (4.4). These bounds will not be exhibited here because their precise form is not required in the remaining analysis; it is only their existence at this stage which is of importance.

The result of these observations is that

$$
\begin{aligned}
& \int d x|\Delta \Upsilon(x, t)|^{2} \leqslant \int d x D(x, t ; k, s)\left(\widetilde{C}_{0}|\varphi(f(x))|\right. \\
&\left.+\widetilde{C}_{1}|\nabla \varphi(f(x))|+\widetilde{C}_{2}\|\nabla \nabla \varphi(f(x))\|_{2}\right)^{2},
\end{aligned}
$$

where $\widetilde{C}_{i}$ depend on $k$ and $\sigma$ but not on $x$. After changing the variable of integration again, and noting that $|\varphi|,|\nabla \varphi|$, $\|\nabla \nabla \varphi\|_{2} \in L^{2}$ by hypothesis, we see $\Delta \Upsilon(\cdot, t) \in L^{2}$.
(b) Here the proof relies on a bound study of the first and second partials, $\partial \Upsilon$ and $\partial^{2} \Upsilon$, of $\Upsilon$ with respect to the time argument. Consider the more difficult case of $\partial^{2} \Upsilon$. After differentiating (4.2) twice with respect to $t$, one obtains an estimate quite analogous to (4.4) except that the derivatives of $\Upsilon, D, S$, and $f$ with respect to $x$ are now with respect to $t$. Again, it is sought to bound the $\varphi$-independent coefficient functions by $x$-independent constants. This can be accomplished by first eliminating the occurrence of any $t$ derivatives of $S$ or $D$ through repeated use of the HamiltonJacobi (HJ) and continuity (2.19) equations. Once this is done, the resulting coefficient functions only contain derivatives of $S$ or $D$, with respect to $x$ and $k$, and they may be estimated analogously to (a) above. These steps result in

$$
\begin{align*}
\left|\partial^{2} \Upsilon(x, t)\right|< & D(x, t ; k, s)^{1 / 2}\left\{\hat{C}_{0}|\varphi(f(x))|\right. \\
& \left.+\widehat{C}_{1}|\nabla \varphi(f(x))|+\widehat{C}_{2}\|\nabla \nabla \varphi(f(x))\|_{2}\right\}, \tag{4.5}
\end{align*}
$$

with $\widehat{C}_{i}$ independent of $x$. This implies $\partial^{2} \Upsilon(\cdot, t) \in L^{2}$, and a similar (but simpler) calculation shows $\partial \Upsilon(\cdot, t) \in L^{2}$ as well.

With these results, the strong derivative $(d / d t) \Upsilon(\cdot, t)$, $t \in \Omega_{s}(\sigma)$, can be shown to exist and equal $\partial \Upsilon(\cdot, t)$. In fact, by employing Taylor's formula, one has

$$
\begin{align*}
& \left\|\frac{1}{t^{\prime}-t}\left[\Upsilon\left(\cdot, t^{\prime}\right)-\Upsilon(\cdot, t)\right]-\partial \Upsilon(\cdot, t)\right\|^{2} \\
& \quad=\left(\frac{t^{\prime}-t}{2}\right)^{2} \int d x\left|\partial^{2} \Upsilon(x, \tau)\right|^{2} \tag{4.6}
\end{align*}
$$

where $|\tau-t|<\left|t^{\prime}-t\right|$. Since the constants $\widehat{C}_{i}$ in (4.5) are independent of $t \in \Omega_{s}(\sigma)$, it is seen that the right-hand side of (4.6) tends to zero as $t^{\prime} \rightarrow t$. A similar argument shows that $t \mapsto \partial \Upsilon(\cdot, t)$ is strongly continuous.

Another ingredient of the error analysis is the "approximate Schrödinger equation" satisfied by $\Upsilon$; it will be studied next.

Lemma 8: For $t \in \Omega_{s}(\sigma)$ the following identity holds:

$$
\begin{equation*}
i \hbar \frac{d}{d t} \Upsilon(\cdot, t)=H(t) \Upsilon(\cdot, t)+\frac{\hbar^{2}}{2 m} g_{t}, \tag{4.7}
\end{equation*}
$$

where $g_{t} \in \mathscr{H}$ has the explicit form

$$
\begin{align*}
g_{t}(x)= & D(x, t ; k, s)^{1 / 2} \exp \left[\frac{i}{\hbar} S(x, t ; k, s)\right] \\
& \times\left\{\left[\frac{\Delta_{1} D}{2 D}-\left(\frac{\nabla_{1} D}{2 D}\right)^{2}\right] \varphi(f(x))\right. \\
& \left.+\frac{1}{D} \nabla_{1} D \cdot \nabla(\varphi \circ f)(x)+\Delta(\varphi \circ f)(x)\right\} \tag{4.8}
\end{align*}
$$

Furthermore the map $t \mapsto g_{t}$ is strongly continuous.
Proof: Thanks to Lemmas 7 and 6 we may compute as follows:

$$
\begin{align*}
& {\left[\left(i \hbar \frac{d}{d t}-H(t)\right) \Upsilon(\cdot, t)\right](x) } \\
&= i \hbar \partial \Upsilon(x, t)+\frac{\hbar^{2}}{2 m} \Delta \Upsilon(x, t)-v(x, t) \Upsilon(x, t) \\
&= D^{1 / 2} \exp \left[\frac{i}{\hbar} S\right]\left\{-\varphi(f(x))\left[\partial_{1} S+\frac{1}{2 m}\left(\nabla_{1} S\right)^{2}+v\right]\right. \\
&+i \hbar \varphi(f(x))(2 D)^{-1} \\
& \times\left[\partial_{1} D+\frac{1}{m}\left(\nabla_{1} D \cdot \nabla_{1} S+D \Delta_{1} S\right)\right] \\
&\left.+i \hbar \nabla \varphi(f(x)) \cdot\left[\frac{\partial f}{\partial t}(x)+\frac{1}{m} \widetilde{\nabla} f(x) \nabla_{1} S\right]\right\} \\
&+\left(\hbar^{2} / 2 m\right) g_{t}(x) \tag{4.9}
\end{align*}
$$

where $\partial f / \partial t \equiv \partial_{1} \nabla_{2} S$ and $g_{t}(x)$ is given by (4.8). Now the entire $\{\cdots\}$ in (4.9) vanishes due to (HJ), (2.19), and (2.17). This implies $g_{t} \in \mathscr{H}$ and that (4.7) holds.

In order to prove the strong continuity of $t \mapsto g_{t}$, one cannot rely on Lemma 7 because $H_{0}$ is an unbounded operator. Instead one relies on the by now familiar type of argument used in the proof of Lemma 7. Such an analysis leads to the bound

$$
\begin{gathered}
\left|\frac{\partial}{\partial t} g_{t}(x)\right| \leqslant D(x, t ; k, s)^{1 / 2} \sum_{\substack{\alpha \in \mathbb{W}^{d} \\
|\alpha|<3}} C_{\alpha}^{\prime}(\sigma)\left|\nabla^{\alpha} \varphi(f(x))\right| \\
{\left[t \in \Omega_{s}(\sigma)\right],}
\end{gathered}
$$

with $C_{\alpha}^{\prime}(\sigma)$ independent of $x$. With this estimate $g_{t}$ is easily shown to be strongly continuous in $t$. It is this part of the analysis that requires the hypothesis that the third partials of $\varphi$ remain in $L^{2}$.

So far, Eq. (4.7) only says that $\Upsilon$ satisfies Schrödinger's equation approximately-to within a term $\left(\hbar^{2} / 2 m\right) g_{t}$ which tends (in $L^{2}$ norm, and in modulus) to zero as $\hbar \rightarrow 0$. But in quantum mechanics, Schrödinger's equation is an evolution equation in Hilbert space, and so one really wants to show that $\Upsilon(\cdot, t)$ is close to the exact solution $\Psi_{t}$ in the sense of the norm of $\mathscr{H}$. This brings us to the principal result of the WKB analysis.

Theorem 2: Let $v \in \mathscr{U}, \hbar, m>0, s \in \mathbf{R}$, and $\sigma \in(0,1)$. Let $H(t)$ be as in Definition 5 , and $\Psi .: \mathbb{R} \rightarrow \mathscr{H}$ be the solution of the Schrödinger initial value problem,
$i \hbar \frac{d}{d t} \Psi_{t}=H(t) \Psi_{t} \quad(t \in \mathbf{R})$,
$\Psi_{s}(x)=\varphi(x) \exp [(i / \hbar) k \cdot(x-y)] \quad\left(x \in \mathbb{R}^{d}\right)$,
where $\varphi \in C^{3}\left(\mathbf{R}^{d} ; \mathbb{C}\right)$ and $\nabla^{\alpha} \varphi \in \mathscr{H}$ for all $\alpha \in W^{d}$ with $|\alpha| \leqslant 3$.

Let $\Upsilon$ be constructed via Definition 6. Then for all $t \in \Omega_{s}(\sigma)$,

$$
\begin{equation*}
\left\|\Psi_{t}-\Upsilon(\cdot, t)\right\|<C_{\varphi}(\sigma)|t-s| \hbar / m \tag{4.10}
\end{equation*}
$$

where the finite constant is

$$
\begin{equation*}
C_{\varphi}(\sigma) \equiv \frac{1}{2}\left\|C_{0}(\sigma)|\varphi|+C_{1}(\sigma)|\nabla \varphi|+C_{2}(\sigma)\right\| \nabla \nabla \varphi\left\|_{2}\right\|, \tag{4.11}
\end{equation*}
$$

and $C_{i}(\sigma)$ are given in (4.16) below.
Proof: The first stage of the proof is to obtain the following integrated form of (4.7):
$\Upsilon(\cdot, t)=U(t, s) \Upsilon(\cdot, s)-\frac{i \hbar}{2 m} \int_{s}^{t} d \tau U(t, \tau) g_{\tau}$.
Here the strong Riemann integral ${ }^{26}$ of a continuous function of $\tau$ is used. Equation (4.12) is trivial if $t=s$, and more generally follows by integrating the identity

$$
\begin{equation*}
\frac{d}{d \tau}[U(t, \tau) \Upsilon(\cdot, \tau)]=-\frac{i \hbar}{2 m} U(t, \tau) g_{\tau} \tag{4.13}
\end{equation*}
$$

This identity (which is simple to obtain formally) is a consequence of (4.7), the strong differentiability of $U(t, \cdot)$ on $D_{0} \ni \Upsilon(\cdot, \tau)$, the backward equation of motion (3.3b), and the strong continuity of $U(t, \cdot)$. Since also $\tau \mapsto g_{\tau}$ is strongly continuous, (4.13) may be integrated to yield (4.12).

The exact solution (3.4) obeys a similar equation,

$$
\begin{equation*}
\Psi_{t}=U(t, s) \Psi_{s}=U(t, s) \Upsilon(\cdot, s), \tag{4.14}
\end{equation*}
$$

by (1.3) and (4.3). Upon subtracting (4.12) from (4.14), taking the $L^{2}$ norm of the result, and employing the unit norm of $U(t, s)$, one has

$$
\left\|\Psi_{t}-\Upsilon(\cdot, t)\right\| \leqslant(\hbar / 2 m)|t-s| \sup _{\tau \in \Omega_{s}(\sigma)}\left\|g_{\tau}\right\| .
$$

This is essentially (4.10). Using the formula (4.8) for $g_{t}(x)$ yields the estimate

$$
\begin{align*}
\left\|g_{t}\right\|^{2} \leqslant & \int d x D(x, t ; k, s)\left[\left\{\frac{\left|\Delta_{1} D\right|}{2 D}+\left|\frac{\nabla_{1} D}{2 D}\right|^{2}\right\}|\varphi(f(x))|\right. \\
& +\left\{\|\nabla f(x)\| D^{-1}\left|\nabla_{1} D\right|+|\Delta f(x)|\right\}|\nabla \varphi(f(x))| \\
& \left.+\left\{\|\nabla f(x)\|_{2}^{2}\right\}\|\nabla \nabla \varphi(f(x))\|_{2}\right]^{2} \tag{4.15}
\end{align*}
$$

The quantities in the three $\{\cdots\}$ in (4.15) all have $x$-independent bounds. The bounds on $D$ and its derivatives, and the result $\|\nabla f(x)\|=\left\|\delta-\nabla_{1} \nabla_{2} \Phi\right\| \leqslant 1+\sigma$, were obtained in proving Lemma 5 . Similarly, $\|\nabla f(x)\|_{2} \leqslant \sqrt{d}+\sigma$. Using the results of Lemma 2 it is easy to show

$$
|\Delta f(x)|<(K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right) .
$$

Upon using these bounds, and changing integration variables in (4.15), one arrives at (4.11) with the constants

$$
\begin{align*}
C_{0}(\sigma)= & (1-\sigma)^{-2 d}\left[(K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right)(1+\sigma)^{d-1}\right]^{2} \\
& \times\left(\frac{3}{4} d+\frac{1}{2} \sqrt{d}\right)+\frac{1}{2}(1-\sigma)^{-d}\left(K^{2} / \sqrt{2 \pi}\right) \\
& \times \gamma\left(\lambda_{\sigma}, 2\right)(1+\sigma)^{d-1} \sqrt{d}, \\
C_{1}(\sigma)= & (K / \sqrt{2 \pi}) \gamma\left(\lambda_{\sigma}, 1\right)\left[((1+\sigma) /(1-\sigma))^{d} \sqrt{d}+1\right], \tag{4.16b}
\end{align*}
$$

$C_{2}(\sigma)=(\sqrt{d}+\sigma)^{2}$.

The $\gamma\left(\lambda_{\sigma}, l\right)$ were defined in (2.21) and (2.22).
According to (4.10), the error in the WKB state $\Upsilon(\cdot, t)$ is also small if the time displacement is small, or if the mass is large. In the case of small $|\Delta t|$, one can choose $\sigma$ to be close to 0 . Since $\lim _{\sigma \rightarrow 0} C_{j}(\sigma) \propto \delta_{j, 2}$, one sees that the error for short times is determined by the second partial derivatives of the amplitude $\varphi$. In the case of large mass, it seems reasonable to expect that an $m \rightarrow \infty$ asymptotic approximation, simpler than (4.2), could be obtained by truncating the series expansion (2.9) for $S$ at an appropriate order of $m^{-1}$. A similar large mass asymptotic expansion for the propagator [the integral kernel of $U(t, s)$ ] has recently been derived in Ref. 27.

The result of Theorem 2 may be trivially extended to estimating the error in the expectation value of any bounded observable $A \in \mathscr{B}(\mathscr{H})$, in the state $\Upsilon$. A simple calculation [assuming $\left\|\Psi_{s}\right\|=1$, and using the unitarity of $U(t, s)$ ] results in

$$
\begin{aligned}
& \left|\left\langle\Psi_{t}, A \Psi_{t}\right\rangle-\frac{\langle\Upsilon(\cdot, t), A \Upsilon(\cdot, t)\rangle}{\|\Upsilon(\cdot, t)\|^{2}}\right| \\
& \leqslant\|A\| \cdot\left\|\Psi_{t}-\Upsilon(\cdot, t)\right\| \cdot \mathrm{const},
\end{aligned}
$$

for small enough $|t-s| \hbar / m$, and with the constant of order 10.

## V. CONCLUDING REMARKS

In order to evaluate the merits of the above result, it is useful to compare it with other available results in the literature, for similar problems.
(1) Maslov and Fedoriuk ${ }^{1}$ have developed a very general rigorous theory of the WKB approximation applicable to a broad class of wave equations. The equations they consider are in general defined in terms of pseudodifferential operators, and might well be said to include the majority of cases arising in physics. In its most general form, of course, their theory is technically rather difficult.

It is of interest to compare with the results of their theory when it is specialized to the case of quantum time evolution. Such a result is provided by Theorem 12.3 of Ref. 1. The problem considered there is in one way more general in that the phase function $k \cdot(x-y)$ in the initial data (1.3) is replaced by a more general function $S_{0} \in C^{\infty}\left(\mathbb{R}_{x}^{d}\right)$. Their Theorem 12.3 also obtains the higher-order asymptotics in powers of $\hbar$.

On the other hand, this is compensated by several rather restrictive assumptions. First of all, the potential is assumed to be time independent (this is not a limitation in their method), and a function of rapid decrease, $v \in \mathscr{S}\left(\mathbf{R}^{d} ; \mathbb{R}\right)$ (the Schwartz space). The consequent decay of $v(x)$ as $|x| \rightarrow \infty$ excludes the use of their result for many-body problems, where typically the total potential $v$ will not decay for large $|x|$.

Second, Maslov and Fedoriuk assume the initial amplitude function $\varphi(x)$ in (1.3) has compact support. This assumption, ubiquitous in their general theory, is needed because of the reliance of their method on an analysis of classical trajectories. It allows them to establish the existence of a local diffeomorphism $y(t, x)$, Eq. (1.9). Finally, it is worth mentioning that Theorem 12.3 requires $\hbar$ and
$|t-s|$ to be "sufficiently small," with no estimate given on the size of the allowed regions of these parameters. (In a pioneering paper, Maslov ${ }^{2}$ gives an estimate for the allowed time region, which is dimensionally incorrect, even after the mass is restored from the value $m=1$ he used.)

In contrast to these assumptions, note that for the present results, it was neither assumed that $v$ decay [for example, class $\mathscr{U}$ contains potentials of the form $\sin (\alpha \cdot x)]$, nor that $\varphi \in C_{c}^{\infty}$, nor that $\hbar$ be "small enough." Furthermore the size of the allowed time region is known, as is the constant $C_{\varphi}$ in the error estimate (4.10).
(2) In a series of interesting papers, ${ }^{28-30}$ Hagedorn has rigorously studied the semiclassical limits $\hbar \rightarrow 0$, and $m \rightarrow \infty$, of quantum evolution, using a particular kind of coherent states. The quantum system he considered is similar to the one here, except that $v(x)$ was assumed time independent, only to be $C^{2}$, and was allowed to have a quadratic growth in $x$. (Of course from a physical standpoint such behavior for large $|x|$ is rather artificial.) The class of initial states $\Psi_{s}$ that he employed were roughly of the form (1.3), but with $\varphi(x)$ taken to be an $\hbar$-dependent Gaussian. Notably, this Gaussian amplitude becomes very sharply peaked as $\hbar \rightarrow 0$.

The method used by Hagedorn to obtain an approximate wave function at time $t$ is not the WKB method, but might better be described as a "wave packet method." ${ }^{31}$ In this method the parameters appearing in the Gaussian wave packet are evolved via a set of ordinary differential equations. This has the undesirable effect of forcing the wave packet to keep the same "shape" as it evolves, i.e., it maintains the same form as a function of $x$-in this instance a Gaussian form. On the other hand, from a practical standpoint the wave packet approach is easier to implement, because it only involves integrating a system of ordinary differential equations, rather than computing a classical action $S(x, t ; k, s)$ by some means.

Let us briefly consider the theoretical implications now. With his approach, Hagedorn ${ }^{28}$ obtained a lowest-order error that only scales like $\hbar^{1 / 2}$, in contrast to $\hbar^{1}$ in (4.10). Apparently this is because the shape of the approximate wave function was rather constrained, since in a later paper, ${ }^{30}$ more general approximate wave functions were shown to exist that would yield errors of order $\hbar^{1 / 2}$, for a fixed choice of $l \in \mathbb{N}$. It was also shown that for more general $\hbar$ dependent initial amplitudes $\varphi \in \mathscr{S}$, an approximate wave function with error $\mathscr{O}\left(\hbar^{1 / 2}\right)$ existed. It is important to note that these initial amplitudes also become highly localized as $\hbar \rightarrow 0$.

In these results there is again no explicit estimate given of the constant $C$ in the error estimate, nor for the allowed time region of validity. Theorem 1.1 of Ref. 28 appears at first sight to be valid for arbitrarily large times. However, this can only be the case if $\hbar$ is assumed so small that the initial state becomes so peaked that it will not spread significantly (relative to distances over which the potential oscillates) during the chosen long time interval. (Theorem 1.1 in Ref. 30 is formulated in a way which avoids giving this impression.)

A recent extension of Hagedorn's methods by Robin$\operatorname{son}^{32}$ has resulted in an $\mathscr{O}\left(\hbar^{1 / 2-\epsilon}\right), \epsilon>0$, WKB approxima-
tion valid for longer times (away from caustics). In this result, $C$ is not known in detail, and it is required that $\hbar$ be "small enough" and that the initial amplitude have compact support.
(3) Recently, Klauder has been promoting ${ }^{33}$ a so-called "global, uniform, semiclassical" approximation to waveequation solutions. In the case of quantum mechanics, this approach basically reduces to a study of the evolutuion of Gaussian coherent states having the initial form

$$
\begin{align*}
\psi_{s}(x)= & (\Omega / \pi \hbar)^{d / 4} \exp \left[-(\Omega / 2 \hbar)(x-y)^{2}\right] \\
& \times \exp [(i / \hbar) k \cdot(x-y)] \tag{5.1}
\end{align*}
$$

where $\Omega>0$ is a parameter, in addition to $k, y \in \mathbb{R}^{d}$. These states, like Hagedorn's, are strongly peaked about $x=y$ for small $\hbar$. Klauder's approach is to apply a standard WKB approximation to describe the evolution of (5.1). However, because of the $\hbar$-dependent amplitude in (5.1), the initial condition for the relevant action in this approximation is seen to be complex: $k \cdot(x-y)+i(\Omega / 2)(x-y)^{2}$. The method of characteristics then implies a need for complexvalued trajectories.

Unfortunately, this leads to problems with this approach. One problem stems from the fact that for a general real-analytic Hamiltonian $H_{c}: \mathbb{C}^{2 d} \times \mathbb{R} \rightarrow \mathbb{C}$, the trajectories may fail to be defined for all $t \in \mathbb{R}$. This can occur even when the real-valued trajectories exist for all $t$. Hence with appropriate initial conditions a trajectory may "reach infinity" in an arbitrarily short time. As a result, it may not be possible to define the required action function for all the values of $x, k, y$ that are necessary, for any fixed $t, s$. It is not appropriate to delve further into these matters here, except to remark that it seems many of the suggestive claims important to Klauder's theory have not been proved.

For the reasons discussed in (2) and (3), it was decided to use an initial amplitude function $\varphi$ in (1.3) that (as in Maslov's study) is $\hbar$ independent, and is further as general as possible. It is hoped that the WKB derivation presented here for this system is found to be relatively simple, self-contained, and detailed in its result.

A few closing remarks about possible extensions of the present work may be of interest. First of all, there is some truth in the statement that the use of the constructive series solution for $S$, with coefficient functions determined by a sum over tree graphs, is a kind of "trick" valid only for Hamiltonians similar to (2.14). However, the following observation indicates a possible means for generalization. Series (2.9) can be viewed as a perturbative series, in "powers" of the potential $v$, about the action associated with the free Hamiltonian $p^{2} / 2 m$. This suggests the modifications necessary for a more general Hamiltonian, decomposable into a solvable part plus a perturbation. The vector component of linear path $w(\xi)$ should be replaced by an unperturbed trajectory, and the resulting analog of (2.13) should become a recursive definition of the action's expansion coefficients. Their analytical properties must then be obtained by induction from these recurrence relations. In general, a closed form expression like (2.5) will not be available.

The result of Theorem 2 just gives the lowest-order $\hbar \rightarrow 0$ asymptotics. It is evident, however, that in obtaining this
result, all the ingredients necessary for constructing higherorder corrections, by methods similar to those presented in Ref. 1, have been constructed. The key item in these higher corrections is the diffeomorphism $f$ of (4.1). Only the low-est-order asymptotics were derived here because this is by far the most interesting result, and it avoids unnecessary complications in the presentation.

Finally, let us notice where the classical trajectories are lurking. As was mentioned in a remark following Lemma 5, function $S(x, t ; k, s)$ is a complete integral of the HamiltonJacobi equation, with independent parameters $k \in \mathbb{R}^{d}$. Thus $S$ induces classical trajectories via Jacobi's theorem. They may be shown to have initial momentum $p(s)=k$, and final configuration $q(t)=x$ [cf. (1.11)]. Such an analysis is similar to the one found in Sec. IV of Ref. 17 for trajectories having two fixed end points.
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## APPENDIX: ARBOREAL COMBINATORICS

In this Appendix, Eqs. (2.13) will be proved. This proof is in many respects similar to the corresponding proof that arises in the study of Hamilton's principal function. ${ }^{17}$ However, in the present proof there are several computational differences, and a significant simplification, relative to the analogous proof presented in Ref. 17. Moreover, (2.13) is of fundamental importance in the construction of the solution $S$ to (HJ), so its derivation will be presented with an emphasis on the new features.

Let us begin with a few additional notations for trees and their combinatorics. If $n \in \mathbb{N}$ and $l \in \bar{n}$, let $J_{l}$ be any of the $\binom{n+1}{l}$ distinct $l$-element subsets of $\overline{n+1}$, and denote its complement by $J_{i}^{c}=\overline{n+1} \backslash J_{i}$. The sum over all such $J_{l} \subset \overline{n+1}$ for a given $l$ is denoted $\Sigma_{J_{l}}$.

Suppose $T \in \mathscr{T} V$ and $\beta \in E T$. If $\beta$ is deleted from $E T$, then $T$ is broken up into two disjoint subtrees $T_{1}^{\beta}, T_{2}^{\beta}$ satisfying

$$
\begin{aligned}
& V=V T_{1}^{\beta} \cup V T_{2}^{\beta}, \quad E T=E T_{1}^{\beta} \cup E T_{2}^{\beta} \cup\{\beta\} \\
& i_{\beta} \in V T_{1}^{\beta}, \quad j_{\beta} \in V T_{2}^{\beta}
\end{aligned}
$$

Finally, let $\mathbb{F}$ denote the set of all tree graphs whose vertex sets are finite subsets of $\mathbb{N}$. The following combinatoric identity is the key to proving (2.13).

Lemma 9 (tree grafting): Let $n \in \mathbb{N}$ and suppose $f$ : $\mathbb{F}^{2} \times \mathbb{N}^{2} \rightarrow \mathbb{R}$ is a function of an unordered pair of trees and an unordered pair of vertex labels, i.e.,

$$
f\left(T, T^{\prime} ; r, q\right)=f\left(T^{\prime}, T ; r, q\right)=f\left(T, T^{\prime} ; q, r\right) .
$$

Then

$$
\begin{gather*}
\frac{1}{2} \sum_{l=1}^{n} \sum_{J_{l}} \sum_{T \in \mathcal{S}^{\prime} J_{l}} \sum_{T^{\prime} \in \mathscr{T} J_{l}} \sum_{n \in J_{l}} \sum_{q \in J_{l}^{c}} f\left(T, T^{\prime} ; r, q\right) \\
=\sum_{T \in \mathscr{T}^{n+1}} \sum_{\beta \in E T} f\left(T_{1}^{\beta}, T_{2}^{\beta} ; i_{\beta}, j_{\beta}\right) \tag{A1}
\end{gather*}
$$

## Proof: See Lemma 10 of Ref. 17.

Turning now to the proof of (2.13), one sees (2.13a) is just the definition of $a_{1}$. Next, replace $n$ by $n+1$ throughout (2.13b), where now $n \in \mathbb{N}$. Let $W_{n}$ be the resulting integral on the right-hand side,

$$
\begin{align*}
W_{n} \equiv & -\frac{1}{2} \sum_{l=1}^{n}\binom{n+1}{l} \int_{I} d \lambda \lambda^{2 n} \\
& \times\left(\nabla_{1} a_{l} \cdot \nabla_{1} a_{n+1-l}\right)(w(\lambda) ; k, s) \tag{A2}
\end{align*}
$$

Taking $a_{1}, a_{n+1-1}$ to be defined by the tree sums (2.5), it must then be shown that $W_{n}$ is the tree sum $a_{n+1}$. Using (2.5), the gradients in (A2) may be computed as follows:

$$
\begin{aligned}
\nabla_{1} a_{l}(x, t ; k, s)= & \int_{I^{1}} d^{l} \xi \sum_{T \in \mathscr{Y}}\left[\prod_{\beta \in E T} b_{\beta}\right] \\
& \times \sum_{r=1}^{l} \nabla_{r} V_{l}\left(\underset{p=1}{\times_{2}} w\left(\xi_{p}\right)\right)
\end{aligned}
$$

A similar expression can be written for $\nabla_{1} a_{n+1-l}(x, t ; k, s)$, but using integration variables $\xi_{l+1}, \ldots, \xi_{n+1}$. When these expressions are substituted in (A2) they must be evaluated at $(x, t)=w(\lambda)$. By use of the composition law $\left.w\left(\xi_{p}\right)\right|_{(x, t)=w(\lambda)}=w\left(\xi_{p} \lambda\right)$ [see the equation after (2.16)], this results in

$$
\begin{align*}
W_{n}= & -\frac{1}{2} \sum_{l=1}^{n}\binom{n+1}{l} \int_{I} d \lambda \lambda^{2 n} \int_{I^{n+1}} d^{n+1} \xi \\
& \times \sum_{T \in \mathscr{S}^{-} \backslash} \sum_{T^{\prime} \in \mathscr{S}^{\prime}} \prod_{n+1} \prod_{\beta \in E T} b_{\beta} \prod_{\beta^{\prime} \in E T^{\prime}} b_{\beta^{\prime}} \\
& \times \sum_{r \in V T} \sum_{q \in T^{\prime}} \nabla_{r} \cdot \nabla_{q} V_{n+1}\left(\begin{array}{l}
n+1 \\
\times=1 \\
\times=1 \\
p\left(\xi_{p}\right.
\end{array} \lambda\right) \tag{A3}
\end{align*}
$$

The factor $\left({ }^{n+1}\right)$ may be replaced by a sum over all $l$-element vertex sets $J_{l} \subset \overline{n+1}$, which play the role of $\bar{l}$ in (A3). Following this by a change of integration variables $\xi_{p} \rightarrow \xi_{p} / \lambda$ yields

$$
\begin{align*}
W_{n}= & -\int_{I^{n+1}} d^{n+1} \xi \int_{M}^{1} d \lambda \lambda^{n-1} \\
& \times\left\{\frac{1}{2} \sum_{l=1}^{n} \sum_{J_{l}} \sum_{T \in \mathscr{Y}^{\prime} J_{l}} \sum_{T^{\prime} \in \mathscr{F}^{\prime} J_{i}}\left[\prod_{\beta \in E T}\left(\frac{\xi_{\beta}}{\lambda}-1\right) \nabla_{i_{\beta}} \cdot \nabla_{j_{\beta}}\right]\right. \\
& \times\left[\prod_{\beta^{\prime} \in E T^{\prime}}\left(\frac{\xi_{\beta^{\prime}}}{\lambda}-1\right) \nabla_{i_{\beta^{\prime}}} \cdot \nabla_{j_{\beta^{\prime}}}\right] \\
& \left.\times \sum_{r \in J_{l}} \sum_{q \in J_{l}^{c}} \nabla_{r} \cdot \nabla_{q} V_{n+1}\left(\underset{p=1}{n+1} w\left(\xi_{p}\right)\right)\right\} . \tag{A4}
\end{align*}
$$

In (A4), I use the notation $M \equiv \max \left\{\xi_{1}, \ldots, \xi_{n+1}\right\}$, and $\xi_{\vec{B}} \equiv \max \left\{\xi_{i_{B}}, \xi_{j_{\beta}}\right\}$ arises from the Green's function $g$, in $b_{\beta}$. The $\{\cdots\}$ in (A4) may now be simplified by use of the tree grafting identity (A1), which after a few manipulations results in

$$
\begin{align*}
& W_{n}=\int_{I^{n+1}} d^{n+1} \xi \sum_{T \in \mathscr{T} \overline{n+1}}\left(\prod_{\alpha \in E T} \nabla_{i_{a}} \cdot \nabla_{j_{\alpha}}\right) \\
& \times V_{n+1}\left(\underset{p=1}{n+1} w\left(\xi_{p}\right)\right) \\
& \times\left[(-)^{n} \sum_{\beta \in E T} \int_{M}^{1} d \lambda \prod_{r \in E T \backslash\{\beta\}}\left(\lambda-\xi_{r}\right)\right] \text {. } \tag{A5}
\end{align*}
$$

It remains to show that the $[\cdots]$ in (A5) equals $\Pi_{r \in E T}\left(\xi_{\gamma}-1\right)$, since this is the product of $g\left(\xi_{i_{\gamma}}, \xi_{j_{\gamma}}\right)$ over the edge set $E T$. Evaluating the $\lambda$ integral one finds

$$
\begin{align*}
{[\cdots]=} & \sum_{\mu=0}^{n-1}(-)^{\mu+n} \frac{1-M^{n-\mu}}{n-\mu} \\
& \times\left(\sum_{\beta \in E T} \sum_{A \subset E T \backslash\{\beta\}} \xi_{A(1)} \cdots \xi_{A(\mu)}\right) . \tag{A6}
\end{align*}
$$

The $\operatorname{sum} \Sigma_{A}^{(\mu)}$ requires explanation. First of all, when $\mu=0$, $\Sigma^{(0)}=1$. Otherwise $A \equiv\{A(1), \ldots, A(\mu)\} \subset E T \backslash\{\beta\}$ denotes a set of $\mu$ distinct edges in $E T \backslash\{\beta\}$, and $\Sigma^{(\mu)}$ specifies a sum over all possible distinct sets $A$ of this type. Performing the summation in (A6) yields

$$
\begin{aligned}
{[\cdots]=} & \sum_{\mu=0}^{n-1}(-)^{\mu+n}\left(1-M^{n-\mu}\right) \\
& \times \sum_{A \in E T}{ }^{(\mu)} \xi_{A(1)}^{>} \cdots \xi_{A(\mu)}^{>}
\end{aligned}
$$

The upper limit of the $\mu$ summation may now be replaced by $n$, because the summand vanishes for $\mu=n$. Doing this and recalling that $|E T|=n$ for $T \in \mathscr{T} \overline{n+1}$ gives

$$
\begin{equation*}
[\cdots]=\prod_{r \in E T}\left(\xi_{\gamma}^{>}-1\right)-\prod_{r \in E T}\left(\xi_{\gamma}^{>}-M\right) . \tag{A7}
\end{equation*}
$$

The second product in (A7) vanishes: for suppose $M=\xi_{l}$, $l \in \overline{n+1}$; since $T$ is connected, $l \in \gamma$ for some $\gamma \in E T$, and $\xi_{l}=\xi_{\gamma}^{>}$because $\xi_{l}=M \geqslant \xi_{i}$ for all $i$. This proves the result desired in (A5), which then becomes $W_{n}=a_{n+1}$ as was to be shown.
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#### Abstract

This paper is an extension, within the framework of general relativity, of the relativistic brachistochrone discussed recently by Goldstein and Bender [J. Math. Phys. 27, 507 (1986)]. Assuming that the gravitational field due to a spherically symmetric source with mass $M$ at equilibrium is weak, it is found that the brachistochrone, for a falling particle of mass $m$, described by $\Theta(r)$, with $\Theta$ an angle and $r$ a distance measured from the center of symmetry, is in general a hyperelliptic integral. The latter integral can in one case be calculated exactly in terms of the normal elliptic integrals of the first and third kinds and the elementary transcendental functions. It is shown via a numerical computation using the sun's gravitational field as a reference that one can recast this exact version into a simple form, viz., $\sqrt{r} \Theta=a$, where $a$ is a constant.


## I. INTRODUCTION

In a recent paper Goldstein and Bender ${ }^{1}$ have presented a relativistic generalization of the classic brachistochrone problem for a particle falling from rest in a uniform gravitational field. As is well known, the brachistochrone is the trajectory joining an initial position $A$ to a final position $B$ along which the time of transit of the falling particle is a minimum. While the classical nonrelativistic trajectory is known (with $A$ as the origin of the coordinate system) to be a cycloid of the form $x=b(1-\cos t), y=b(t-\sin t)$, with the parameter $b$ determined by the end point $B$, Goldstein and Bender (GB) show that in the relativistic case, this is just one of three possible curves. In particular, the two new solutions are very different from the nonrelativistic case in that, for both of them, $y(x)$ increases without bound as $x$ increases. It should be noted here that the motion of the particle of rest mass $m$ in Ref. 1 is still assumed to take place in a uniform gravitational field with the force law $F=\tilde{m} g, g$ being a constant, and $\widetilde{m}\left(1-v^{2} / c^{2}\right)^{1 / 2}=m$.

In this paper we have relaxed the above-mentioned restriction to a uniform gravitational field. Specifically, we consider the motion of the particle in a weak gravitational field in the sense of general relativity. As is well known in the literature ${ }^{2,3}$ such a weak field will be represented by a metric $g_{\alpha \beta}$ that differs very little from the Minkowski metric $\eta_{\alpha \beta}$. Thus with $\eta_{\alpha \beta}=\eta^{\alpha \beta}=\operatorname{diag}(1,-1,-1,-1)$, the gravitational field is said to be weak when $\left|g_{\alpha \beta}-\eta_{\alpha \beta}\right| \ll 1$. More precisely, with the assumption that $g_{\alpha \beta}$ can be expanded as an infinite series

$$
\begin{equation*}
g_{\alpha \beta}=\eta_{\alpha \beta}+g_{\alpha \beta}^{(1)}+g_{\alpha \beta}^{(2)}+\cdots, \tag{1}
\end{equation*}
$$

we limit ourselves in the first (linear) approximation, writing $g_{\alpha \beta}=\eta_{\alpha \beta}+g_{\alpha \beta}^{(1)}$ instead of Eq. (1). As described in detail in Refs. 2 and 3, the linearized Einstein field equations can then be solved for $g_{\alpha \beta}$ once the source of the gravitational field, viz., the energy momentum tensor $T_{\alpha \beta}$, is given.

In this paper, we consider a distribution of matter at equilibrium described by $T_{00}=\rho c^{2}, T_{\alpha \beta}=0$ for $\alpha \beta \neq 00$, with the density $\rho$ being time independent and spherically symmetric, so that $\rho=\rho(r), r$ being the distance from the
center of symmetry. The resulting $g_{\alpha \beta}$ is then represented ${ }^{2,3}$ in the interval

$$
\begin{align*}
d s^{2}= & \left(1-2 \Phi / c^{2}\right) c^{2} d t^{2} \\
& -\left(1+2 \Phi / c^{2}\right)\left(d x^{2}+d y^{2}+d z^{2}\right) \tag{2}
\end{align*}
$$

Here $\Phi=G M / r$, outside the material distribution, with $M=s \rho(r) d^{3} x$ and $G$ the familiar gravitational constant.

Since the problem is now posed within the framework of general relativity, there will be two important qualitative differences from the work of Ref. 1 which we shall merely mention below, relegating the details to subsequent sections in the paper.

First, the motion of a material particle of rest mass $m$ in the gravitational field whose metric is represented in Eq. (2) will now be governed via Hamilton's principle by the Lagrangian $L=-m c d s / d t$. This will replace the flat-space Lagrangian discussed in GB and given there by $L$ $=-m c^{2} \gamma^{-1}+\mathscr{C}, \quad$ with $\quad \gamma^{-2}=1-v^{2} / c^{2}, \quad \mathscr{E}=m c^{2}$ $\times\left(\exp \left(g x / c^{2}\right)-1\right)$, and $\mathbf{v}^{2}=(d r / d t)^{2}$. Second, since we are interested in the path of minimum time rather than the geodesic (which is the path of extremal action), there will be one more point of departure from Ref. 1; namely, the element of spatial distance will now be given, following Eq. (2), by

$$
d l=\left(\left(1+2 \Phi / c^{2}\right)\left(d x^{2}+d y^{2}+d z^{2}\right)\right)^{1 / 2}
$$

instead of the familiar $d l=\left(d x^{2}+d y^{2}+d z^{2}\right)^{1 / 2}$ as in Ref. 1. Thus the line integral representation for the time of fall will be given by

$$
\begin{equation*}
T=\int_{A}^{B} \frac{d l}{v} \tag{3}
\end{equation*}
$$

with $d l$ as given above, $v$ being the particle velocity. In Eq. (3), we shall regard $A$ as lying outside the range of the weak gravitational field, namely, at infinity, so that Eq. (3) can be rewritten

$$
\begin{equation*}
T=\int_{\infty}^{B} \frac{d l}{v} \tag{3'}
\end{equation*}
$$

with the form of $v$ being obtained from the principle of conservation of energy. Because of the assumption of spherical
symmetry, so that $\Phi=\Phi(r)$ only in (2), the Lagrangian $L$ when written out in spherical polar coordinates should be cyclic in one of the angles, so that the motion of the particle can be taken, as in case of central force motion, to lie in a plane with its location specified by the coordinates $(r, \theta), r$ being measured as mentioned earlier, from the center of the material distribution whose gravitational field is described by the metric $g_{\alpha \beta}$ represented in Eq. (2). The brachistochrone will then be obtained by solving the Euler equation associated with Eq. (3') with the initial conditions $\Theta=0$, $u(=1 / r)=0$. This program is carried through in the sections detailed below.

The plan of this paper is as follows. In Sec. II we obtain the expression for the velocity $v$ appearing in ( $3^{\prime}$ ). Then by using this expression, we recover via the Euler equation in Sec. III the equation of the brachistochrone in the form usual to central force motion, viz., $\Theta=\Theta(u)$. This relation cannot in general be written out in a closed form. More precisely, it turns out, as we shall see in Sec. III, that one has to evaluate a hyperelliptic integral of the form

$$
\Theta(u)=\int_{0}^{u} \frac{R(t) d t}{(P(t))^{1 / 2}}
$$

with $P(t)$ being a fifth-degree polynomial in $t$. As is well known, for evaluating such hyperelliptic integrals ${ }^{4}$ one usually has to resort to direct numerical integration, or to the use of complicated series expansions.

However, as we shall see in Sec. IV, it is possible to fudge a certain constant $k$ (analogous to the constant $k$ in Ref. 1) so as to obtain an exact dependence of $\Theta(u)$ on $u$; this is, unfortunately, possible only for one value of $k$. Still, this exact result given in Sec. IV is far too complicated, as it contains a linear combination of the normal elliptic integral of the first and third kinds, besides elementary functions like the natural logarithm whose arguments involve the Jacobian elliptic functions $\mathrm{sn} u, \mathrm{dn} u$. For our purposes it is useful to resort to an approximation whereby the complicated terms are rendered harmless by being extremely small, in fact, almost zero. The gravitational field outside the sun, which is regarded in the literature ${ }^{3}$ as weak, turns out to be handy in this connection. As discussed in Sec. V it affords a more accessible version of the brachistochrone given in Sec. IV.

Finally, in Sec. VI we conclude with some comments on our results. Herein we offer, besides an exact analytic expression for the brachistochrone obtained by GB, a discussion of the more difficult problem, technically speaking, of the brachistochrone associated with the Schwarzschild metric. We hope to return to the latter in a subsequent publication.

## II. ENERGY CONSIDERATIONS

Following the discussion in Sec. I, the Lagrangian for the material particle of rest mass $m$ in the gravitational field is given by

$$
\begin{equation*}
L=-m c \frac{d s}{d t}=-m c^{2} \gamma^{-1}\left(1-\frac{2 \Phi}{c^{2}} \psi\right)^{1 / 2} \tag{4}
\end{equation*}
$$

with $\psi=\gamma^{2}\left(1+v^{2} / c^{2}\right)$. It is easy to obtain the Hamiltonian from (4). It is given by

$$
\begin{equation*}
H=m c^{2} \gamma\left(1-\left(2 \Phi / c^{2}\right) \psi\right)^{-1 / 2} g_{-}, \tag{5}
\end{equation*}
$$

with $g_{-}$defined below. As $H$ in (5) is cyclic in time $t$ by the principle of conservation of energy, we must also have

$$
\begin{equation*}
H=m c^{2} \tag{6}
\end{equation*}
$$

since the particle is assumed to fall from rest. It is easy to obtain an expression for $v$ from Eqs. (5) and (6) through simple manipulations. We obtain

$$
\begin{equation*}
g_{+} v^{2}=2 g_{-} \Phi \tag{7}
\end{equation*}
$$

where $g_{ \pm}=\left(1 \pm\left(2 / c^{2}\right) \Phi\right)$. With $\Phi=G M / r$, we see that $g_{-}$, for example, can be written as $g_{-}=(1-u R)$ with $r u=1$ and $c^{2} R=2 G M$, defining the Schwarzschild radius $R$ for the material distribution of mass $M$. Since for macroscopic bodies for which the gravitational field can be regarded as weak (e.g., the sun) the Schwarzschild radius is very small compared to their actual radius, and since we are studying the motion of the material particle of rest mass $m$ outside the material distribution causing the gravitational field, the case when $r=R$ can be safely ignored in (7).

## III. THE EULER EQUATION

In terms of the polar coordinates $(r, \Theta)$ the element of spatial distance, following (2), is given by

$$
d l=g_{+}^{1 / 2}\left(d r^{2}+r^{2} d \Theta^{2}\right)^{1 / 2}
$$

so that, using (7), Eq. (3') can be rewritten

$$
\begin{align*}
T & =\int_{\infty}^{B} g_{+}\left(d r^{2}+r^{2} d \Theta^{2}\right)^{1 / 2} D^{-1 / 2} \\
& =\int_{\infty}^{B} g_{+} d r\left(1+r^{2}\left(\frac{d \Theta}{d r}\right)^{2}\right)^{1 / 2} D^{-1 / 2} \tag{8}
\end{align*}
$$

with $D=2 g_{-} \Phi$. The time taken $T$ is a functional of the path $\Theta(r)$ so that $T$ will be minimum when the Euler equation

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{\partial I}{\partial \Theta^{\prime}}\right)=0, \quad \Theta^{\prime}=\frac{d \Theta}{d r} \tag{9}
\end{equation*}
$$

is satisfied. Here $I$ denotes the integrand in Eq. (8); thus one infers from (9) that

$$
\frac{\partial I}{\partial \Theta^{\prime}}=k
$$

where $k$ is a constant. Equation (9) is the analog of the Euler equation in GB. Substituting for $I$, it is easy to obtain

$$
r^{2} g_{+} \Theta^{\prime}\left(D\left(1+r^{2} \Theta^{\prime 2}\right)\right)^{-1 / 2}=k
$$

In terms of $u,\left(9^{\prime \prime}\right)$ can be rewritten

$$
g_{+} \theta^{\prime}=-k\left(D\left(1+u^{2} \Theta^{\prime 2}\right)\right)^{1 / 2}
$$

with $\Theta^{\prime}$ being the first derivative of $\theta$ with respect to $u$. Note the negative sign in ( $9^{m \prime \prime}$ ). Since the particle of mass $m$ is assumed to fall from rest at infinity (where $u=0$ ) to the point $B$ where $u>0$, it follows that, for $k>0$ (this choice can be made without loss of generality), the solution of ( $9^{\prime \prime \prime}$ ), namely, $\Theta(u)$, will be a decreasing function of $u$.

Equation ( $9^{\prime \prime \prime}$ ) immediately leads to the solution [with $\theta(0)=0]$

$$
\begin{equation*}
\Theta(u)=\int_{0}^{u} d t\left(g_{+}^{2}-D u^{2} k^{2}\right)^{-1 / 2}\left(D k^{2}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

which is the equation of the brachistochrone. Substituting for $g_{ \pm}$and $\Phi$ one can rework (10) as

$$
\Theta(u)=\int_{0}^{u} d t t(1-t R)(P(t))^{-1 / 2}
$$

with $P(t)=t(1-t R)\left((1+t R)^{2}-\alpha^{2} t^{3}(1-t R)\right) \quad$ and $\alpha^{2}=k^{2} c^{2} R$. Note that for the integral to be real we require that (a) $u R \leqslant 1$ and (b) $(1+u R)^{2} /(1-u R) u^{3} \geqslant \alpha^{2}$. The former requirement is easily met since the particle of mass $m$ as mentioned in Sec. II is moving in the gravitational field outside a macroscopic object whose Schwarzschild radius $R$ is very small compared to its actual radius. The latter bound, however, is an upper limit on $\alpha^{2}$ and hence on $k^{2}$ for fixed $R$.

The integral in the above equation is a hyperelliptic integral, which is further manipulated as follows. Using a change of variable $s=t u$ we obtain, with $\sigma=u R$,

$$
\Theta(u)=\alpha u^{3 / 2} \int_{0}^{1} d s s(1-s \sigma)(P(s))^{-1 / 2}
$$

Although $P(s)$ is a sixth-order polynomial in $s$, it can be rewritten as a fifth-order polynomial through the use of $z=1 / s$, so that

$$
\begin{align*}
\Theta(u)= & \beta^{1 / 2} \int_{1}^{\infty} d z \\
& \times \frac{z-\sigma}{z\left[(z-\sigma)\left(z^{2}(z+\sigma)^{2}-\beta(z-\sigma)\right)\right]^{1 / 2}}, \tag{11}
\end{align*}
$$

where $\beta=\alpha^{2} u^{3}$, and we have now displayed the polynomial $P(z)$ in full in (11). In the following two sections we shall study the dependence of $\theta$ on $u$.

## IV. AN EXACT RESULT

We shall show herein that the polynomial $P(z)=z^{2}(z+\sigma)^{2}-\beta(z-\sigma)$ has a double root at various values of $\beta$. The utility of this double root lies in that the hyperelliptic integral in (11) can be evaluated exactly without recourse to approximation. Naturally, for general $\beta$, Eq. (11) will represent the brachistochrone associated with a weak gravitational field. From $P(z)$ we obtain

$$
\frac{d P}{d z}=4 z^{3}+6 \sigma z^{2}+2 z \sigma^{2}-\beta
$$

Let $z=z_{0}$ denote the double root of $P(z)$. Then $P\left(z_{0}\right)$ and

$$
\left.\frac{d P}{d z}\right|_{z=z_{0}}
$$

should be zero. This yields

$$
\begin{equation*}
\beta=4 z_{0}^{3}+6 \sigma z_{0}^{2}+2 z_{0} \sigma^{2} \tag{12}
\end{equation*}
$$

Clearly $\beta$ is zero when $z_{0}=0$ and $z_{0}=-\sigma$. Ignoring these cases, since $\beta=0$ implies $k=0$, we find the remaining solutions for $z_{0}$ using (12) and $P\left(z_{0}\right)=0$. Thus

$$
\begin{equation*}
P\left(z_{0}\right)=-3 z_{0}^{4}+5 \sigma^{2} z_{0}^{2}+2 z_{0} \sigma^{3} \equiv z_{0} \widetilde{P}\left(z_{0}\right) \tag{13}
\end{equation*}
$$

To obtain values of $z_{0}$ other than 0 and $-\sigma$, we should solve $\widetilde{P}\left(z_{0}\right)=0$. This can be done by standard methods. ${ }^{5} \mathrm{We}$ obtain with the notation $c=\cos \mu / 3, s=\sin \mu / 3$ the following three real roots:

$$
\begin{align*}
& 3 z_{0}^{(1)}=2 \sigma c \sqrt{5},  \tag{14a}\\
& 3 z_{0}^{(2)}=-\sigma(c+s \sqrt{3}) \sqrt{5},  \tag{14b}\\
& 3 z_{0}^{(3)}=-\sigma(c-s \sqrt{3}) \sqrt{5}, \tag{14c}
\end{align*}
$$

with $9 \tan \mu=2 \sqrt{11}$.

For each of these $z_{0}$ there is a corresponding $\beta$. However, as can be easily checked, only $z_{0}^{(1)}$ leads to a positive value of $\beta$, viz.,

$$
\begin{equation*}
3 \beta^{(1)}=8 \sigma^{3}\left(1+5 c^{2}+13 c \sqrt{5} / 6\right) \tag{15}
\end{equation*}
$$

$z_{0}^{(2)}$ and $z_{0}^{(3)}$ lead to $\beta^{(2)}=O\left(10^{-6} \sigma^{3}\right)$ and $\beta^{(3)}<0$, respectively. We are not reproducing these tedious though straightforward calculations here. These latter values of $z_{0}$ are therefore ignored, leading to a unique value for $\beta$. Since the double root for the polynomial $P(z)$ is now given by (14a), the remaining roots are easily found by standard methods. ${ }^{5}$ They are complex conjugates of each other and denoted by

$$
\begin{equation*}
z_{ \pm}=-p \pm i\left(2 z_{0}^{(1)} p\right)^{1 / 2} \tag{16a}
\end{equation*}
$$

with $p=z_{0}^{(1)}+\sigma$. Thus
$\Theta(u)=\beta^{1 / 2} \int_{1}^{\infty} \frac{d z(z-\sigma)}{z\left(z-z_{0}\right)\left((z-\sigma)\left(z-z_{+}\right)\left(z-z_{-}\right) 1^{1 / 2}\right.}$,
where we have now dropped the superscript on $z_{0}^{(1)}$ and $\beta^{(1)}$. The integral in (16b) can be exactly evaluated in two steps with the help of Ref. 6. Thus with $Q(z)$ denoting the polynomial under the square root in (16b) we find for the integral

$$
I_{1}=\int_{1}^{\infty} d z\left(z-z_{0}\right)^{-1}(Q(z))^{-1 / 2}
$$

the result

$$
\begin{align*}
I_{1}= & g \eta^{-1} \int_{0}^{u_{1}} \frac{1-\mathrm{cn} u}{1+q \mathrm{cn} u} d u  \tag{17a}\\
= & \frac{g}{\eta q}\left[-u_{1}+(1-q)^{-1}\right. \\
& \left.\times\left(\pi\left(\phi, q^{2} /\left(q^{2}-1\right), j\right)-q f_{1}\left(u_{1}\right)\right)\right] \tag{17b}
\end{align*}
$$

where

$$
\begin{align*}
& g=A^{-1 / 2}, \quad A^{2}=\left(b_{1}-\sigma\right)^{2}+a_{1}^{2}, \\
& 2 j^{2} A=A+b_{1}-\sigma, \quad 2 b_{1}=z_{+}+z_{-}, \\
& 4 a_{1}^{2}=-\left(z_{+}-z_{-}\right)^{2}, \quad \eta q=\left(A-\sigma+z_{0}\right),  \tag{18}\\
& \eta=A+\sigma-z_{0}, \quad u_{1}=\mathrm{cn}^{-1}(\cos \phi, j)=F(\phi, j), \\
& \phi=\operatorname{am} u_{1}=\cos ^{-1} \omega, \omega(1-\sigma+A)=1-\sigma-A .
\end{align*}
$$

In (17) it is understood that $q^{2} \neq 1$, and $F(\phi, j)$ and $\pi\left(\phi, q^{2} /\left(q^{2}-1\right), j\right)$ are the normal elliptic integrals ${ }^{4}$ of the first and third kinds, respectively. Both are zero when $\phi=0$. The last term in (17b) is obtained from ${ }^{6}$

$$
f_{1}\left(u_{1}\right)= \begin{cases}h \arctan \left(\operatorname{sd} u_{1} / h\right), & \text { if } q^{2} /\left(q^{2}-1\right)<\dot{j}^{2}  \tag{19b}\\ \tilde{h} \ln \left(\frac{\operatorname{dn} u_{1}+\tilde{h} \operatorname{sn} u_{1}}{\operatorname{dn} u_{1}-\tilde{h} \operatorname{sn} u_{1}}\right), & \text { if } q^{2} /\left(q^{2}-1\right)>\dot{j}^{2}\end{cases}
$$

with $h^{2}\left(j^{2}+\left(1-j^{2}\right) q^{2}\right)=1-q^{2}, \tilde{h}^{2}=-h^{2}$.
In (17a) and (19), cn $u$, $\operatorname{sn} u$, and $\operatorname{dn} u$ are the Jacobian elliptic functions, with $\operatorname{sd} u=\operatorname{sn} u / \mathrm{dn} u$. It is of course known that en $0=1=\mathrm{dn} 0$ and $\operatorname{sn} 0=0$; thus the lower limit in (17a) is not displayed in the various terms in (17b). There is one more integral denoted by $I_{2}$ below that we need in order to evaluate ( 16 b ), and it is given by

$$
\begin{equation*}
I_{2}=\int_{1}^{\infty} d z z^{-1}(Q(z))^{-1 / 2} \tag{20}
\end{equation*}
$$

Clearly $I_{2}$ is just $I_{1}$ evaluated at $z_{0}=0$; it can be reached via (17b) et seq. through appropriate replacements. Thus for the value of $\beta$ given by (15) we have the exact dependence of $\boldsymbol{\theta}(u)$ on $u$. It works out to

$$
\begin{equation*}
\Theta(u)=\beta^{1 / 2}\left(1-\sigma / z_{0}\right) I_{1}+\beta^{1 / 2}\left(\sigma / z_{0}\right) I_{2} . \tag{21}
\end{equation*}
$$

## V. NUMERICAL COMPUTATION

Equation (21) is clearly far too complicated to be of immediate physical interest. It would be ideal if it could be simplified considerably by application to a physical situation so that the equation for the brachistochrone would be more accessible. Happily, the gravitational field outside the sun, which is generally considered ${ }^{3}$ as weak $\left(R / r=10^{-5}\right.$ at the surface of the sun), comes in handy in this connection. It needs to be pointed out here that it is our unfamiliarity with astrophysics that prevents us from extending the considerations of this section to other stellar objects whose gravitational fields are also deemed to be weak. Still, we believe that for such stellar objects the brachistochrone should not be vastly different from the expression derived here.

For the sun, the Schwarzschild radius $R$ and the actual radius are about 3 km and $10^{6} \mathrm{~km}$, respectively (it is not necessary to use precise numbers here). Thus, as the particle of mass $m$ falls from infinity in the sun's gravitational field, $u$ increases from zero to about $10^{-6}$, so that $u R \ll 1$ throughout the motion of the particle.

We now turn to a numerical estimation of the various entities in Eq. (18). With $9 \tan \mu=2 \sqrt{11}$ we obtain $\mu=36.39 \mathrm{deg}$. Thus (15) leads to $\beta=28.042264 \sigma^{3}$; clearly, as $\sigma \ll 1, \beta<1$. We shall choose a positive square root of $\beta$ in our calculations below; clearly this corresponds to a $k>0$. Inserting the value of $\mu$ into (14a) one can calculate $z_{0}$ in units of $\sigma$, and hence $b_{1}, a_{1}$, and $A$ as defined by (18). We obtained $A^{2}=19.116844 \sigma^{2}, \quad \eta=3.914854 \sigma$, and $\eta q$ $=4.829708 \sigma$. Thus $q$, and hence $q^{2}$, is obtained; we find that $q^{2} /\left(q^{2}-1\right)>j^{2}$ as $q^{2}=1.521986$ and $j^{2}=0.10462$. We therefore get the term in Eq. (21) denoted by $\Theta_{1}$ as
$\Theta_{1}=0.164576\left[-u_{1}-4.279218(\pi(\phi, 2.91576,0.32345)\right.$

$$
\begin{equation*}
\left.\left.-1.23369 f_{1}\left(u_{1}\right)\right)\right] \tag{22a}
\end{equation*}
$$

where $f_{1}\left(u_{1}\right)$ will be reached via (19b) since $q^{2} /$ ( $q^{2}-1$ ) $>j^{2}$. It works out to

$$
\begin{equation*}
f_{1}\left(u_{1}\right)=c \ln \left(\frac{\operatorname{dn} u_{1}+c \operatorname{sn} u_{1}}{\operatorname{dn} u_{1}-c \operatorname{sn} u_{1}}\right) \tag{22b}
\end{equation*}
$$

with $c=0.596429$.
The second term in (21) denoted below by $\Theta_{2}$ can also be written down in an analogous fashion. We find
$\theta_{2}=0.515278\left[-u_{1}+2.68614\right.$

$$
\begin{equation*}
\left.\times\left(\pi(\phi,-0.650249,0.32345)-0.627719 f_{1}\left(u_{1}\right)\right)\right], \tag{23a}
\end{equation*}
$$

where $f_{1}\left(u_{1}\right)$ is now given by (19a) since $q^{2} /\left(q^{2}-1\right)<j^{2}$. To reassure the reader, we find, for $I_{2}, \eta=(A+1) \sigma$, $\eta q=(A-1) \sigma$, with $A^{2}$ quoted above and $q^{2}=0.394031$.

For $f_{1}\left(u_{1}\right)$ we thus obtain

$$
\begin{equation*}
f_{1}\left(u_{1}\right)=1.150971 \arctan \left(0.868832 \operatorname{sd} u_{1}\right) \tag{23b}
\end{equation*}
$$

Equations (22) and (23) can now be examined in the light of our observation that $\sigma \ll 1$ throughout the motion of the particle. From (18) we note that, as $\sigma, A \ll 1, \omega \simeq 1$, or $\phi \simeq \cos ^{-1} 1$, or $\phi \simeq 0$. Thus as $u$ increases from zero to $10^{-6}, \phi$ remains almost constant at zero.

Let us now estimate $\Theta_{1}$ as given by (22). The value of $u_{1}$ is reached via $u_{1}=F(\phi, j)$; since $\phi$ is nearly zero, and ${ }^{4}$

$$
\lim _{\phi \rightarrow 0}[F(\phi, j) / \sin \phi]=1,
$$

we infer that $u_{1} \simeq \phi$. Again, as

$$
\lim _{\phi \rightarrow 0}\left[\pi\left(\phi, \alpha^{2}, j\right) / \sin \phi\right]=1
$$

we infer that $\pi\left(\phi, q^{2} /\left(q^{2}-1\right), j\right) \simeq \phi$. The elliptic functions work out as

$$
\begin{aligned}
\operatorname{sn} u_{1} & =\left(1-\cos ^{2} \phi\right)^{1 / 2} \\
& =2(A(1-\sigma))^{1 / 2}(1-\sigma+A)^{-1} \simeq 2 A^{1 / 2}
\end{aligned}
$$

and

$$
\operatorname{dn} u_{1}=\left(1-j^{2} \sin ^{2} \phi\right)^{1 / 2} \simeq 1
$$

Thus the logarithm in (22b) becomes

$$
c \log \left(\frac{1+c \operatorname{sn} u_{1}}{1-c \operatorname{sn} u_{1}}\right) \simeq 2 c^{2} \operatorname{sn} u_{1}
$$

We thus obtain

$$
\begin{equation*}
\Theta_{1}=-0.868832 \phi+0.618136 \mathrm{sn} u_{1} \tag{24a}
\end{equation*}
$$

Similar remarks apply to $\Theta_{2}$ given by (23). We get, with $b=0.868831$,

$$
\begin{equation*}
\Theta_{2}=b \phi-\arctan \left(b \operatorname{sn} u_{1}\right) \tag{24b}
\end{equation*}
$$

Thus, adding (24a) and (24b), we get

$$
\begin{equation*}
\Theta=0.618136 \operatorname{sn} u_{1}-\arctan \left(b \operatorname{sn} u_{1}\right) \tag{25}
\end{equation*}
$$

We note that the term proportional to $\phi$ has now canceled almost exactly. Since the argument of the arctan function is very small, we now replace the last term by its argument and get

$$
\begin{equation*}
4 \Theta=-\operatorname{sn} u_{1}=-4.182 \sigma^{1 / 2} \tag{26}
\end{equation*}
$$

Equation (26) leads (with $R=3 \mathrm{~km}$ ) to

$$
\begin{equation*}
r^{1 / 2} \theta=-1.816 \tag{27}
\end{equation*}
$$

as the equation for the brachistochrone with reference to the gravitational field outside the sun. More importantly, we note that as $u$ increases from zero, $\Theta$ decreases from zero and remains negative. This is just a reflection [as mentioned in connection with ( $9^{\prime \prime \prime}$ )] of the decrease of $\Theta(u)$ with $u$. As the reader will have noticed, the considerations of this section depend on the smallness of the variable denoted by $\sigma$. Being infinitesimally different from zero, the doubly periodic property of the Jacobian elliptic functions $s n u_{1}$, for example [see Eq. (26) ], has not found any place in our calculation. Indeed, with $j^{2}=0.10462$, the standard definitions ${ }^{5}$ of the symbols $K, K^{\prime}$ contained in the periods ( $4 K, 2 i K^{\prime}$ ) of $\operatorname{sn}(u, j)$ lead to $K \sim 1.612$ and $K^{\prime} \sim 2.578$. Clearly the value of $K$ is too large to be of interest as far as $u_{1}$ is concerned.

It is appropriate before concluding this paper to recall
for the reader's benefit the equation for the brachistochrone obtained by GB; this will be taken up in the following section.

## VI. SOME COMMENTS

There are two parts to this section. First, we obtain an exact analytic form for the brachistochrone obtained by GB. This has been done in Ref. 1 for the case $k^{2}=1$ only; for $k^{2}<1$ and $k^{2}>1$ only a graphical plot of the brachistochrone has been given. Second, we comment (quite concisely, however) on the task of obtaining the brachistochrone for the full Schwarzschild metric. ${ }^{2,3}$ Naturally this means that, while retaining therein the assumption of spherical symmetry, we are giving up the restriction to weak gravitational fields used in Secs. III-V.

To take up the GB calculation first, we consider the integral [Eq. (19) in Ref. 1]

$$
\begin{equation*}
y(x)=\int_{0}^{x} d t\left[\frac{k^{2}(1-\exp (-2 \alpha t))}{1-k^{2}+k^{2} \exp (-2 \alpha t)}\right]^{1 / 2} \tag{28}
\end{equation*}
$$

For $k^{2}>1$ this can be reworked as

$$
y(x)=\xi \int_{0}^{x} d t\left[\frac{\exp (2 \alpha t)-1}{\xi^{2}-\exp (2 \alpha t)}\right]^{1 / 2},
$$

with $\xi^{2}\left(k^{2}-1\right)=k^{2}$ and $c^{2} \alpha=g$. Using the substitution $\exp \alpha t=u$ we obtain from (28'), with $\psi=\exp \alpha x$,

$$
\alpha y(x)=\xi \int_{1}^{\psi} u^{-1} d u\left[\frac{u^{2}-1}{\xi^{2}-u^{2}}\right]^{1 / 2},
$$

which can now be easily evaluated in terms of elementary functions. We obtain
$2 \alpha y(x)=\xi \sin ^{-1}\left(1-w_{1}^{2}\right)^{1 / 2}+\sin ^{-1}\left[-\left(1-w_{2}^{2}\right)^{1 / 2}\right]$,
where $\quad\left(\xi^{2}-1\right) w_{1}=\xi^{2}+1-2 \psi^{2}$, and $\quad\left(\xi^{2}-1\right) w_{2}$ $=\xi^{2}+1-2 \xi^{2} \psi^{-2}$. Note that in ( $28^{\prime}$ ) we must have $\xi^{2} \geqslant \psi^{2}$ for the integral to be real; in terms of $k^{2}$ this is rewritten $k^{2} \leqslant \psi^{2}\left(\psi^{2}-1\right)^{-1}$. We recall here that Eq. ( $10^{\prime}$ ) requires that $k^{2} \leqslant(1+R u)^{2} / R c^{2} u^{3}(1-R u)$ for the integral to be real. The counterpart of (29) when $k^{2}<1$ can also be obtained easily. We shall merely quote the result below:

$$
\begin{equation*}
2 \alpha y(x)=\xi \ln R(x)+\sin ^{-1}\left[-\left(1-w_{3}^{2}\right)^{1 / 2}\right] \tag{30}
\end{equation*}
$$

with

$$
\begin{aligned}
& \left(\xi^{2}+1\right) R(x) \\
& \quad=2 \psi^{2}+\xi^{2}-1+2\left(\psi^{4}+\left(\xi^{2}-1\right) \psi^{2}-\xi^{2}\right)^{1 / 2}
\end{aligned}
$$

and

$$
\left(\xi^{2}+1\right) w_{3}=\xi^{2}-1-2 \xi^{2} \psi^{-2}
$$

As mentioned earlier, a graphical plot of (29) and (30) has been given in Ref. 1, but the numerical values given therein to $\alpha$, defined by $c^{2} \alpha=g$, are in fact too large ( $\alpha \sim 1$ ) -perhaps so large (in fact by several orders of magnitude) as to render invalid the Newtonian approximation for the gravitational field used in Ref. 1. It seems to us that had Goldstein and Bender used values of $\alpha$ that are consis-
tent with the Newtonian approximation, typically $\alpha \sim 10^{-12}$ or even less, they would then have obtained, with the range of values for $x$ used in their calculation, a plot for $y(x)$ that was quite insensitive to changes in $x$. In particular, the cycloidlike (periodic) behavior of the $k^{2}>1$ brachistochrone would not have been uncovered (see Figs. 7 and 8 in GB). We remind the reader here that we were also faced with a parallel situation of not finding a suitable role for the periodic behavior of the Jacobian elliptic functions $\operatorname{sn}(u, j)$ in Sec. V.

We shall now conclude this paper with a brief comment on the Schwarzschild brachistochrone. Our objective herein is merely to highlight for the reader the utility, technically speaking, of the weak-field approximation given by $g_{\alpha \beta} \simeq \eta_{\alpha \beta}+g_{\alpha \beta}^{(1)}$ that was used in the calculations in this paper. For the Schwarzschild metric, ${ }^{2,3}$ the analog of Eq. (2) is given by

$$
\begin{equation*}
d s^{2}=g_{00} c^{2} d t^{2}+g_{i j} d x^{i} d x^{j} \tag{31}
\end{equation*}
$$

with $g_{00}=g_{-}, g_{i j}=-\delta_{i j}-\sigma(1-\sigma) x_{i} x_{j} / r^{2}$.
Correspondingly, the Hamiltonian for the material particle of mass $m$, following Sec. II, will work out to

$$
H=m c^{2} g_{-}\left(g_{-}+g_{i j} \dot{x}^{i} \dot{x}^{j}\right)^{-1 / 2}
$$

However, because $g_{i j}$ now has off-diagonal components, the counterpart of Eq. (7) for the velocity will have the form

$$
\begin{equation*}
v^{2}=2 \Phi g_{-}^{2}\left(g_{-}+\sigma\left(1+u^{2}\left(\frac{d \Theta}{d u}\right)^{2}\right)^{-1}\right)^{-1} \tag{32}
\end{equation*}
$$

thus making $v^{2}$ a function of the differential of $\Theta$ with respect to $u$; this feature is, however, absent in Eq. (7) and makes the problem more tractable there. But with $v^{2}$ as given by (32), one finds that the counterpart of ( $9^{\prime \prime}$ ) is now a fifth-order polynomial in $(d \Theta / d u)^{2}$, thus making for a numerical, rather than exact, solution for $(d \Theta / d u)^{2}$. The possibility of an exact solution for ( $d \Theta / d u$ ) using the simple quadratic in ( $9^{\prime \prime}$ ) is thus an attractive feature of the weak gravitational field approximation.
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#### Abstract

The study of higher-dimensional Kaluza-Klein universes constructed from the unitary groups $\mathbf{U}_{N}$ is continued. They form Bergmann manifolds of dimension $N^{2}$ with Finslerian geometry induced by their hyperspin structure. In this paper Lagrangians for relativistic wave equations, which are generalizations of the Klein-Gordan, Dirac, and Weyl neutrino equations, are formulated. The wave equations are in general of differential order $N$. The hyperneutrino equation is examined in detail as the simplest example and its discrete symmetries are discussed. It is found that for $N=3$ and $N>4 T C P$ and all its constituent symmetries are violated. The boson calculus is used to solve the linear neutrino equation exactly on $\mathbf{U}_{N}$ and the energy spectra of the neutrino and antineutrino are presented. It is found that the density ratio of negative to positive energy states is unity only for $N=2$, producing asymmetry for all higher-dimensional $\mathrm{U}_{N}$. The neutrino acquires a negligible rest mass of $O\left(10^{-31} \mathrm{eV}\right)$ due to the global curvature of our manifold.


## I. INTRODUCTION

In an earlier paper ${ }^{1}$ we provided the unitary groups $\mathrm{U}(N, C):=\mathrm{U}_{N}$ with a hyperspin structure, turning them into $N^{2}$-dimensional Bergmann manifolds $\mathbf{B}_{N}$. $\mathbf{A} \mathbf{B}_{N}$ with $N>2$ leads to a Kaluza-Klein space with Finsler geometry and an underlying $\mathbf{S L}_{N}$ tangent space group. The Bergmann manifolds are an alternative road to a Kaluza-Klein type of approach to unification.

A reason for considering $\mathbf{U}_{N}$ is its great symmetry, which makes calculations easier, and also the fact that we have unitary subgroups acting on the internal dimensions, which could account for the unitary gauge groups. We also found that all $\mathrm{U}_{N}$ with $N \geqslant 2$ turned out to be cosmological solutions to the hypergravity equations. ${ }^{2}$

In this paper we examine in detail the simplest generalized wave equation for $B_{N}$, which is the linear hyperneutrino equation. We assume the reader to be familiar with the notation and content of Ref. 1.

Section II introduces the generalized relativistic wave equations of Ref. 3 and presents the Lagrangians they can be derived from. We also take a look at the discrete symmetries $T, C, P$ and their products for the flat space hyperneutrino equation and show that it has a $T C P$ invariance only for $N=2$ and $N=4$.

Section III discusses the hyperneutrino equation on $\mathbf{U}_{N}$ in detail. The solutions are irreducible representations of $\mathbf{U}_{N}$ that are obtained by means of the boson calculus. The solutions lead to an energy spectrum, which has a particle-antiparticle asymmetry for $N>2$.

Section IV concludes the work with a summary and discussion of the results.

## II. WAVE EQUATIONS IN HYPERSPIN MANIFOLDS

## A. Lagrangians

In Ref. 3 relativistic wave equations in $\mathbf{B}_{N}$ and their plane wave spectrum were introduced. We recapitulate the important points here and present in addition the Lagran-

[^12]gians they can be derived from. Relativistic invariance means for the $N$-ary theory an invariance under $\mathrm{SL}_{N}$, which contains the Lorentz group as a subgroup. Except for $N=2$ $\mathbf{S L}_{N}$ does not respect any quadratic form. The only invariant is the $N$-ic determinantal form $g_{\alpha \beta \cdots v}$, so that the scalar wave equation is of $N$ th differential order, although only second order in the external coordinates due to the determinantal constraint.

The equations under consideration here are the KleinGordon, the Dirac, and the Weyl neutrino equation, which were each generalized such that for $N=2$ the original ones emerge. For notational convenience we will write $\partial_{\dot{\Sigma} \Sigma}$ for $\sigma_{\dot{\Sigma} \Sigma} \partial_{\lambda}$, where $\sigma$ is the Hermitian spin vector, and define the dual $\partial^{D}$ to the derivative operator via the metric as

$$
\left(\partial^{D}\right)^{\lambda}:=g^{\left\{\mu^{\prime}\right\} \lambda} \partial_{\left\{\mu^{\prime}\right\}}
$$

We make use of a collective index notation here, where $\{\mu\}$ stands for $N$ antisymmetrized indices $\mu_{1}, \ldots, \mu_{N}$. The number of primes indicate the number of omitted indices. For details of this notation see Ref. 1.

The dual to $\partial$ is of differential order $N-1$. For what follows we omit the $D$ for dual and understand it implicitly there whenever we write superscripts on $\partial$. We observe also one important property of $\partial_{\dot{\Sigma} \Sigma}$ and $\partial^{\Sigma \dot{\Sigma}}$, the following lemma.

## Lemma:

$$
\begin{equation*}
\partial_{\dot{\Sigma} \Sigma} \partial^{\Sigma \Sigma^{\prime}}=g^{\{\mu\}} \partial_{[\mu\}}\left(\delta_{\dot{\Sigma} \dot{\Sigma}^{\prime}} / N\right) \tag{2.1}
\end{equation*}
$$

Proof: Write the left-hand side out with explicit spinor indices:

$$
\begin{aligned}
\partial_{\dot{\Sigma} \Sigma_{1}} \partial^{\Sigma_{1} \dot{\Sigma}^{\prime}}= & {[(N-1)!]^{-1} \epsilon^{\Sigma_{1} \Sigma_{2} \cdots \Sigma_{N}} \epsilon^{\dot{\Sigma} \dot{\Sigma}_{2} \cdots \dot{\Sigma}_{N}} } \\
& \times \partial_{\dot{\Sigma}_{\Sigma_{1}}} \partial_{\dot{\Sigma}_{2}, \Sigma_{2} \cdots} \partial_{\dot{\Sigma}_{N} \Sigma_{N}} .
\end{aligned}
$$

(1) For $\dot{\Sigma}^{\prime}=\dot{\Sigma}$ the assertion is obviously true.
(2) If $\dot{\Sigma}^{\prime} \neq \dot{\Sigma}$, then in any nonzero term we must have $\dot{\Sigma}^{\prime}=\dot{\Sigma}_{N^{\prime}}$. for some $N^{\prime} \neq 1$. Interchange $\Sigma_{N}$. with $\Sigma_{1}$. This gives a sign change from the $\epsilon$, whereas the product of the $\partial$ 's is symmetric.

Because we are dealing with higher derivative theories, we recall the relevant Euler-Lagrange equations. ${ }^{4}$ For
$L\left(\varphi, \varphi^{(1)}, \varphi^{(2)}, \ldots, \varphi^{(N)}\right)$, where $\varphi^{(1)}$ means $\partial_{\mu} \varphi\left(x^{\lambda}\right)$, etc., we obtain

$$
\frac{\partial L}{\partial \varphi}-\partial_{\mu} \frac{\partial L}{\partial \varphi^{(1)}}+\partial_{(2)} \frac{\partial L}{\partial \varphi^{(2)}} \cdots+(-1)^{N} \partial_{(N)} \frac{\partial L}{\partial \varphi^{(N)}}=0 .
$$

We have assumed here a convention that the indices in terms like $g^{\mu \lambda} \varphi_{\mu} \varphi_{\lambda}$ have a definite order, say $\mu<\lambda$, for example. This ensures that no terms are counted more than once and we do not have to worry about extra correction factors.

The essentially unique scalar wave equation of least differential order has determinantal form. Equating it to a mass term $M$ gives

$$
\begin{equation*}
N \operatorname{det}\left(\partial_{\dot{\Sigma} \Sigma}\right) \varphi(u)=g^{\{\mu\}} \partial_{\{\mu\}} \varphi(u)=(-i M)^{N} \varphi(u), \tag{2.2}
\end{equation*}
$$

where $\varphi$ is a real or complex valued scalar field on the manifold and the $N$ th power of $M$ is necessary on dimensional grounds. This is the natural generalization of the KleinGordon equation ( $N=2$ ). The case of $M=0$ corresponds to the generalized d'Alembert equation. The Lagrangian which gives (2.2) is

$$
\begin{equation*}
L=(i)^{N^{-}} \varphi(u) g^{\{\mu\}} \partial_{\{\mu\}} \varphi(u)-M^{N^{-}} \varphi(u) \varphi(u)+\text { c.c. } \tag{2.3}
\end{equation*}
$$

where the bar stands for complex conjugation.
The generalized Weyl neutrino obeys the linear firstorder equation

$$
\begin{equation*}
\partial_{\dot{\Sigma} \Sigma} \psi^{\Sigma}(u)=0 \tag{2.4}
\end{equation*}
$$

Here $\psi$ is an $N$-component spinor field depending on the time space variable $u$. The Lagrangian is

$$
L=i \bar{\psi}^{\dot{\Sigma}} \partial_{\dot{\Sigma} \Sigma} \psi^{\Sigma}+\text { c.c. }
$$

Equating the neutrino spinor to a multiple of a dual antispinor $\bar{\mu}_{\dot{\Sigma}}$ and closing the system with a second equation for the dual equation leads to the generalized Dirac equation
$\partial_{\dot{\Sigma} \Sigma} \psi^{\Sigma}=-i M \bar{\mu}_{\dot{\Sigma}}, \quad N \partial^{\Sigma \dot{\Sigma}} \bar{\mu}_{\dot{\Sigma}}=(-i M)^{N-1} \psi^{\Sigma}$.
The system is chosen such that every component of the two spinors obeys the scalar wave equation (2.2). The proof is a straightforward application of (2.1). The Lagrangian is

$$
\begin{aligned}
L= & +i \bar{\psi}^{\Sigma} \partial_{\Sigma \Sigma} \psi^{\Sigma}+\left[i N /(i M)^{N-2}\right] \mu_{\Sigma} \partial^{\Sigma \Sigma} \bar{\mu}_{\dot{\Sigma}} \\
& -2 M \psi^{\Sigma} \mu_{\Sigma}+\text { c.c. }
\end{aligned}
$$

The two equations (2.5) are of differential order 1 and $N-1$, respectively. The system is symmetric only for $N=2$, which leads to the familiar chiral symmetry of the Dirac equation, that is, that the Weyl spinors are eigenvalues of $\gamma_{5}$. For $N>2$ we therefore expect a parity violation. At first it seems that the mass term for $N>2$ enters in two different ways into the Lagrangian, which gives us the choice to use two different mass parameters. But this is only apparent due to the freedom to rescale $\mu$.

The Dirac system can also be written as a system of $N$ coupled first-order equations for polyspinors as well as spinors. Take as an example $N=3$, where the Dirac equation (2.5) can be written as the three equations

$$
\begin{aligned}
& \partial_{\dot{\Sigma} \Sigma} \psi^{\Sigma}=-i M \bar{\mu}_{\dot{\Sigma}} \\
& \frac{1}{2} \epsilon^{\dot{\Sigma} \Lambda \dot{\Lambda}} \partial_{\dot{\Lambda} \Omega} \bar{\mu}_{\dot{\Sigma}}=-i M \phi_{\Omega}^{\Lambda} \\
& \frac{3}{2} \epsilon^{\Sigma \Omega \Lambda} \partial_{\dot{\Lambda} \Lambda} \phi_{\Omega}^{\dot{\Lambda}}=-i M \psi^{\Sigma}
\end{aligned}
$$

Here $\phi^{\dot{A}}{ }_{\Omega}$ has the index structure not of a vector but of a tensor product of a dotted spinor with an undotted cospinor.

The minimal-coupling generalization of the wave equations to curved time space is simply done by replacing the ordinary derivative $\partial$ by the covariant derivative $D$. Due to the noncommutativity of $D$ the scalar wave equation is no longer the root of the Dirac equation.

## B. Symmetries of the neutrino equation

We examine now the discrete symmetries: $T:=$ time reversal; $C:=$ particle-antiparticle conjugation; and $P:=$ parity of the flat space neutrino equation (2.4). Here $C$ for the neutrino is defined as usual by $C \psi(x, t)=: \bar{\psi}(x, t)$. We first look at the case $N=2$.

Taking the standard Pauli matrices $\sigma^{\mu}=\left(\sigma^{0}, \sigma^{i}\right)$, $i=1,2,3$ and $\sigma^{0}=-1$ as basis for the spin vector and making the usual operator associations $E=i \partial_{t}=i \partial_{0}$ and $p_{i}=-i \partial_{i}$, we obtain

$$
\begin{align*}
i \sigma_{\Sigma \Sigma}^{\prime \prime} \partial_{\mu} \psi^{\Sigma} & =\left(i \sigma_{\Sigma \Sigma}^{0} \partial_{0}+i \sigma_{\dot{\Sigma} \Sigma}^{i} \partial_{i}\right) \psi^{\Sigma} \\
& =\left(1 E+\sigma^{i} \cdot p_{i}\right) \psi=0 \tag{2.6}
\end{align*}
$$

The above equation is invariant under the discrete symmetries $T$ and $P C$, but not under $P$ and $C$ alone. To examine $T$ in detail take $T \psi(t, x)=U_{T} \bar{\psi}(-t, x)$, where $U_{T}$ is a unitary operator. The time reversed and complex conjugated equation (2.6) appears now as

$$
\left(1 E-\bar{\sigma}^{i} \cdot p_{i}\right) \bar{\psi}(-t, x)=0
$$

Multiplying this equation on the left by $U_{T}$ and requiring that $U_{T} \bar{\psi}$ satisfies (2.6) gives the condition that $U_{T} \bar{\sigma}^{i} \widetilde{U}_{T}=-\sigma^{i} \quad\left(\widetilde{U}_{T}:=U^{-1}{ }_{T}\right)$. This is achieved by $U_{T}=\sigma^{2}$, because it anticommutes with the real $\sigma^{1}$ and $\sigma^{3}$, and $\sigma^{2}=-\bar{\sigma}^{2}$. By similar kinds of calculations one can also show that $P C$, and therefore $P C T$, is conserved.

The existence of the operator $U_{T}$ is ensured by the fact that there is only one inequivalent two-dimensional representation of $d \mathbf{S U}_{2}$, which implies that the respresentation $\Re(u)$ is equivalent to the complex conjugate representation $\bar{\Re}(u)$.

For $N>2$ this is no longer true because $\mathbf{S U}_{N}$ has two inequivalent $N$-dimensional representations, and $\Re(u)$ cannot be transformed into $\bar{\Re}(u)$ by an inner automorphism. ${ }^{5}$ Therefore an operator $U_{T}$ with the desired properties does not exist. The same arguments hold for $P C$, where we define the parity operator $P$ as $P \psi\left(x^{e}, x^{i}, t\right):=\psi\left(-x^{e}, x^{i}, t\right)$. The $x^{e}$ are the three spatial external coordinates and $x^{i}$ stands for the extra internal dimensions. This definition of $P$ is justified because the $x^{i}$ are regarded as internal degrees of freedom and are therefore left invariant.

With this most natural definition of $P$ even $P C T$ is violated. This can be seen as follows.

Under $\theta:=P C T$ of (2.4) we get

$$
\left(-\sigma^{0} \partial_{0}-\sigma^{e} \partial_{e}+\sigma^{i} \partial_{i}\right) \psi\left(-t,-x^{e}, x^{i}\right)=0
$$

To have invariance under $\theta$ we need

$$
\begin{aligned}
& \theta \sigma^{0} \theta^{-1}=\sigma^{0} \\
& \theta \sigma^{e} \theta^{-1}=\sigma^{e} \\
& \theta \sigma^{i} \theta^{-1}=-\sigma^{i}
\end{aligned}
$$

For flat space $\sigma^{e}$ and $\sigma^{i}$ form a basis for $d \mathbf{S U}_{N}$, so that $\theta$ is an involutive automorphism of $d \mathbf{S} \mathbf{U}_{N}$ with three fixed points given by $\sigma^{e}$. A theorem in Ref. 6 states that $\theta$ is an inner automorphism if and only if the rank of $d \mathbf{S U}_{N}$ is equal to the rank of the set of fixed points. This is the case for $N=4$, which is the only other case besides $N=2$ where the PCT theorem holds. The emergence of $\mathrm{SU}_{4}$ as a special case is peculiar because of the homomorphism of $\mathbf{S U}_{4}$ onto $\mathrm{SO}(6)$, so that $P C T$ is only conserved in those cases where we have the group isomorphisms $\mathbf{S U}_{2}=\operatorname{Spin}(3)$ and $\mathbf{S U}_{4}$ $=\operatorname{Spin}(6)$, and therefore a direct relation to the orthogonal groups. This, of course, may be purely accidental.

The violation of $P C T$ fits well into the scheme of second quantization of the hyperspin theory. Due to the $\mathbf{S U}_{N}$ symmetry, one would quantize all hyperspinor components with Fermi statistics so that $N=3$, for example, describes a Fermi spin- $\frac{1}{2}$ field and a Fermi spin-0 field. We therefore have a forced breakdown of the spin-statistics connection for $N>2$.

We note that the statement of the usual PCT theorem is still valid. A symmetry in accordance with the $P C T$ theorem can be generated if one defines a $P^{*} \psi\left(x^{e}, x^{i}, t\right)$ : $=\psi\left(-x^{e},-x^{i}, t\right)$. Obviously $P^{*} C T$ remains a good symmetry of (2.4) for all $N$. We argue that $P$ is a more physical symmetry than $P^{*}$, because the parity transformation should not affect the inner gauge degrees of freedom.

In all our discussions about the discrete symmetries we stress that we still work in first quantization and that we only consider inner automorphisms of the underlying algebra. The adherence to inner automorphisms is due to the fact that we copy simply the usual treatment of the Weyl neutrino equation.

One should note that there exists involutive outer automorphisms which conserve PCT for all $N$ and relate $\Re(u)$ and $\bar{\Re}(u)$ for $N>2$. An outer automorphism is defined as an automorphism which is not an inner one. It consists of a rotation of the weight diagram which is not an element of the Weyl group. The significance of these outer automorphisms for the discussion of time space symmetries of the neutrino equation is not clear, because the neutrino appears in only one helicity state, so there is no room for a natural outer automorphism as is in the Dirac equation (2.5), where one can interchange the $\psi^{\Sigma}$ and $\mu_{\Sigma}$ fields. But even this is only possible for $N=2$, because only there does a quadratic spinor metric exist that is induced by the Levi-Civita $\epsilon$ spinor.

## III. THE NEUTRINO EQUATION ON $U_{N}$

We first formulate the neutrino equation with a right invariant spin map. This switch from using the left invariant spin map of Ref. 1 to using a right invariant $\sigma$ in the present work is done merely for convenience, because the resulting equation has a nicer form. The physics is of course unaffected. We recall from Ref. 1 that the right invariant spin vector $\sigma$ and the spin connection $\Gamma$ are given by

$$
e_{\lambda}{ }_{\Omega^{\prime}} \sigma_{\Sigma \Sigma \Sigma}^{\lambda}=i \delta_{\Sigma}{ }^{\Omega_{i \Sigma \Sigma}} \mu_{\dot{\Sigma} \Sigma^{\prime}} u_{\Sigma^{\Sigma^{\prime}}}
$$

and

$$
\tilde{e}_{\Omega}^{\lambda \Omega_{\lambda}^{\prime}} \Gamma_{\lambda}^{\Sigma} \Sigma^{\prime}=k\left\{\delta_{\Omega_{\Omega}}^{\tilde{u}^{\Omega^{\prime}}}{ }_{\Sigma^{\prime}}-(1 / N) \delta_{\Sigma^{\prime}}^{\Sigma} \tilde{u}_{\Omega}^{\mathbf{\Omega}^{\prime}}\right\}
$$

where $k=-\frac{1}{2}$ for the torsion-free case. The $e_{\lambda}{ }^{\Omega} \Omega^{\prime}(u)$ are a Hermitian basis for the Lie algebra of $\mathbf{U}_{N}$ at $u\left[=: d \mathbf{U}_{N}(u)\right]$, and $\mu_{\dot{\Sigma} \Sigma}$ is the nondegenerate group metric on $\mathrm{U}_{N}$. By minimal coupling of (2.6) to the curvature of $\mathrm{U}_{N}$ we obtain

$$
\begin{equation*}
\sigma_{\Sigma \Sigma}^{\lambda} D_{\lambda} \psi^{\Sigma}=0 \Rightarrow u_{\Omega^{\prime}}^{\Sigma^{\prime}} \partial_{\Sigma}^{\Omega^{\prime}} \psi^{\Sigma}=m \psi^{\Sigma^{\prime}} \tag{3.1}
\end{equation*}
$$

where we defined $m:=-k(N-1 / N)$ and $\partial_{\Sigma^{\prime}}:=\partial / \partial u^{\Sigma^{\prime}}{ }_{\Sigma}$.

Every element $u \in \mathrm{U}_{N}$ can be written as $\exp (-i(t / N) \mid s$, where $s \in \mathbf{S U}_{N}$. We therefore have that

$$
t=i \ln (\operatorname{det} u)
$$

and

$$
\partial_{t}=(-i / N) u: \partial_{u}
$$

Here the colon stands for product and trace. The operator $u \cdot \partial_{u}$ decomposes into its trace $i \partial_{t}$, and $s \cdot \partial_{s}$, which is a traceless operator. In this way we separate the spatial derivatives from the time derivative. The neutrino equation now looks like a Schrödinger equation:

$$
i \partial_{t} \psi=m \psi-s \cdot \partial_{s} \cdot \psi
$$

This equation has the obvious solution $e^{-i m t} \psi(0)$, where $\psi(0)$ is a spatially constant spinor, or viewed in momentum space, a neutrino at rest. The neutrino has a rest mass given by $m$ due to the compactness of the space, which admits standing waves. The only relevant length scale for $\mathrm{U}_{N}$ is the present radius $\rho$ of the universe, which we take to be of the order $10^{28} \mathrm{~cm}$. We get that $m$ is of $O\left(\rho^{-1}\right) \approx 10^{-31} \mathrm{eV}$, which is negligible.

To solve this equation in general, we analytically continue the equation to $\mathbf{G L}_{N}$ and let $z \in \mathbf{G L}_{N}$ (compare Ref. 1). What actually has to be solved is the eigenvalue spectrum of the operator $\mathfrak{D}:=\boldsymbol{z} \cdot \partial_{z}$, which is the Dirac operator in the theory. We write this as

$$
\begin{equation*}
\mathfrak{D} \cdot \psi=\lambda \psi \tag{3.2}
\end{equation*}
$$

Because of the aforementioned decomposition in time and space derivatives, a time phase factor $e^{-i w t}$ of $\psi$ will change $\lambda$ to $\lambda+w$. By choosing $e^{-i(m-\lambda) t}$ as the phase factor for the solutions of (3.2), we obtain solutions which will satisfy (3.1).

Next we examine the invariance properties of the neutrino equation. We can act on $z$ by left or right multiplication with $G \in \mathbf{G L}_{N}$ and require form invariance of the equation. Under left multiplication $z$ and $\partial_{z}$ transform contragradiently as

$$
z^{\prime}=G \cdot z
$$

and

$$
\partial_{z^{\prime}}=\partial_{z} \cdot \widetilde{G}
$$

The neutrino equation changes into
$\mathfrak{D} \cdot \widetilde{\boldsymbol{G}} \cdot \psi^{\prime}(\boldsymbol{G} \cdot \boldsymbol{z})=m \psi^{\prime}(\boldsymbol{G} \cdot \boldsymbol{z})$.
Using infinitesimals $G \approx 1+g$ we obtain to first order $\psi^{\prime}(z+g \cdot z)=\psi(z)+g \cdot \psi(z)$.

A Taylor expansion of $\psi^{\prime}$ gives to first order the change of $\psi$ as

$$
\delta \psi=\left(g-\operatorname{Tr}\left(z \cdot \partial_{z} \cdot g\right)\right) \cdot \psi
$$

Because $g$ is an element of $d \mathbf{G L}_{N}$, a basis for $g$ is given by the matrix units $E_{i}{ }_{B}=\delta^{A}{ }_{I} \delta^{I^{\prime}}$. We use now the notation that small Latin letters run from $1, \ldots, n=N^{2}$ and capital Latin letters go from $1, \ldots N$. Inserting this in the above equation leads to the following $N$ infinitesimal generators:

$$
\begin{equation*}
g_{i}:=g_{I}^{I_{B}^{\prime}}{ }_{B}=\delta_{I}^{A} \delta_{B}^{I_{B}^{\prime}}-z_{S}^{I_{S}^{\prime}} \partial_{I_{I}} \delta_{B}^{A} \tag{3.3}
\end{equation*}
$$

As is easily checked, they obey the commutation relations for $\boldsymbol{d} \mathbf{G L}_{\boldsymbol{N}}$.

Next we consider the invariance under right multiplication by $G$.

The Dirac operator $\mathfrak{D}$ was already constructed to be right invariant, therefore, not surprisingly, we find that $\psi^{\prime}\left(z^{\prime}\right)=\psi(z)$, which by similar calculations leads to the generators $g^{\prime}{ }_{i}$ of the right invariance group:

$$
\begin{equation*}
g_{i}^{\prime}:=g_{I}^{\prime I_{B}^{\prime} A_{B}}=-\left(z_{I}^{S} \partial_{S}^{I_{S}^{\prime}}\right) \delta_{B}^{A} \tag{3.4}
\end{equation*}
$$

These $N$ generators form also a $\mathbf{G L}_{N}$ Lie algebra, and moreover, $g$ and $g^{\prime}$ commute. The number of diagonal operators that simultaneously commute with the spin Hamiltonian is therefore at least $2 N-1$, the minus one stemming from the fact that

$$
\sum_{I=I} g_{I}^{I_{I}}=1+\sum_{I=I} g_{I}^{I^{\prime}}
$$

For $N=2$ the constants of the motion are the energy, the total angular momentum (including spin), and the "linear" momentum. The last has the form of an angular momentum, because the space part of $U_{2}$ is $S^{3}$.

For the representations of $U_{N}$ we follow the approach of Bargmann and Schwinger in Ref. 7. By considering homogeneous polynomials in $N^{2}=n$ complex variables and using boson creation and annihilation operator methods, we will find the irreducible representations (irreps) of $\mathrm{U}_{N}$. This method is called the boson calculus in the literature ${ }^{8}$ and is based on the Jordan map. ${ }^{9}$ The following notation is mainly due to Bargmann. ${ }^{7}$

Consider $\mathfrak{F}_{n}$, the space of entire analytic functions $f(z)$, where $z=z_{J}^{I}, I, J=1, \ldots, N$. Here $z$ can be thought of as a point in $\mathbf{C}^{n} . \mathscr{F}_{n}$ is made into a Hilbert space by defining the following scalar product:

$$
\left\langle f \mid f^{\prime}\right\rangle=\int \bar{f}(z) f^{\prime}(z) d \mu_{n}(z)
$$

where

$$
\begin{aligned}
& d \mu_{n}(z)=\pi^{-n} \exp (-\bar{z}: z) \prod_{k=1}^{n} d x_{k} d y_{k} \\
& \left(z_{J}^{I}=x_{J}^{I}+i y_{J}^{I}=: x_{k}+i y_{k}\right)
\end{aligned}
$$

With this definition of a Hilbert space $z$ and $\partial_{z}$ are adjoint operators on $\mathfrak{F}_{n}$ with respect to the Hilbert space metric. Moreover, they satisfy the usual boson commutation relations for creation and annihilation operators:

$$
\left[z_{J}^{I}, z_{J}^{I^{\prime}}\right]=\left[\partial_{J,}^{I_{J}} \partial_{J^{\prime}}\right]=0, \quad\left[z_{J,}^{I_{J}} \partial_{J}^{I^{\prime}}\right]=\delta_{J}^{I}, \delta_{J}^{I^{\prime}}
$$

As is well known, ${ }^{10}$ from these operators one can obtain all the totally symmetric irreps of $\mathrm{U}_{n}$, all of the irreps of $\mathbf{U}_{N}$
and representations for $\mathrm{U}_{N} \otimes \mathrm{U}_{N}$, for which the Gelfand invariants of the two $\mathbf{U}_{N}$ algebras are identical. ${ }^{11}$

The simplest orthonormal set in $\mathfrak{F}_{n}$ is given by

$$
\phi_{n}:=z^{\{n\}} / \sqrt{\{n!\}}=:\left|n^{1}, n^{1}, \ldots, n_{N}^{N}\right\rangle
$$

where $\quad z^{\{n\}}:=\left(z_{1}\right)^{n^{\prime},}\left(z^{1}{ }_{2}\right)^{n^{\prime}} \cdots \cdots\left(z_{N}{ }_{N}\right)^{n_{N}}$ and $\quad\{n!\}$ $:=n^{1}{ }_{1}!n_{2}{ }_{2}!\cdots n_{N}^{N}!$ The $\phi_{n}$ obey
$\left\langle\phi_{n} \mid \phi_{n^{\prime}}\right\rangle=\delta_{n n^{\prime}}$.
The action of the operators $z_{J}^{I}$ and $\partial^{J}{ }_{I}$ on this set is of course the same as in the standard boson calculus of creation and annihilation operators,

$$
z_{J}^{I}\left|n_{1}^{1}, \ldots, n_{J}^{I}, \ldots\right\rangle \sqrt{n_{J}^{I}+1}\left|n_{1}^{1}, \ldots, n_{J}^{I}+1, \ldots\right\rangle
$$

and

$$
\partial_{I}^{J}\left|n_{1}^{1}, \ldots, n_{J}^{I}, \ldots\right\rangle=\sqrt{n_{J}^{I}}\left|n_{1}^{1}, \ldots, n_{J}^{I}-1, \ldots\right\rangle .
$$

We will solve the neutrino equation for $N=2$ as a warm-up exercise. In component form the neutrino equation is

$$
\begin{aligned}
& z_{s}^{1} \partial^{s}{ }_{1} \psi_{1}{ }^{1}+z^{1}{ }_{s} \partial_{2}^{s} \psi_{1}{ }^{2}=\lambda \psi_{1}{ }^{1} \\
& z^{2}{ }_{s} \partial^{s}{ }_{1} \psi_{1}{ }^{1}+z^{2}{ }_{s} \partial^{s}{ }_{2} \psi_{1}{ }^{2}=\lambda \psi_{1}{ }^{2}
\end{aligned}
$$

Assume $\quad \psi_{1}{ }^{1}=v^{1}\left(n_{i}\right)\left|0, n^{1}{ }_{2}, 0, n^{2}{ }_{2}\right\rangle, \quad \psi_{1}{ }^{2}=v^{2}\left(n_{i}\right) \mid 0$, $\left.n^{1}{ }_{2}-1,0, n^{2}{ }_{2}+1\right\rangle$. The $v^{\Sigma}$ are functions of the occupation numbers $n^{I^{\prime}}=: n_{i}$. Using the boson calculus leads to the following consistency requirement:

$$
\left(\begin{array}{cc}
n_{2}^{1} & \sqrt{n_{2}^{1}\left(n_{2}^{2}+1\right)} \\
\sqrt{n_{2}^{1}\left(n_{2}^{2}+1\right)} & n_{2}^{2}+1
\end{array}\right)\binom{v^{1}}{v^{2}}=\lambda\binom{v^{1}}{v^{2}} .
$$

We abbreviate this equation as $B \cdot v=\lambda v$. This is an eigenvalue equation for $B$, which we call the dynamical matrix. Solving it in the normal fashion gives two distinct eigenvalues:

$$
\begin{equation*}
\lambda_{-}=n_{2}^{1}+n_{2}^{2}+1, \quad \lambda_{+}=0 \tag{3.5}
\end{equation*}
$$

The corresponding eigenvectors $v$ are

$$
v_{-}=\binom{\sqrt{n_{2}^{1}}}{\sqrt{n_{2}^{2}+1}}
$$

and

$$
v_{+}=\binom{\sqrt{n_{2}^{1}}}{-\sqrt{n_{2}^{2}+1}}
$$

Multiplying $\psi_{1}$ by a phase factor $e^{-i(m-\lambda) t}$ gives us a solution to (3.1). Defining the energy operator as usual as $i \partial_{t}$ we obtain the following eigenvalue spectrum for $E$ :

$$
E=m-\lambda+(1 / N) s
$$

where $s$ is defined as

$$
s=\sum_{i} n_{i}
$$

This $s$ describes mathematically the degree of the polynomial in $z$ or more physically the total number of elementary bosonic "spins." It is clearly integer valued. Inserting (3.5) gives a positive and negative energy spectrum. According to our definition in (3.1), we have $m=\frac{3}{4}$ for $N=2$,

$$
E_{+}=\frac{3}{4}+\frac{1}{2} s, \quad E_{-}=\frac{3}{4}-\frac{1}{2}(s+2)
$$

Due to our assumption of the form of the state vector $\psi_{1}$, we have to treat $\boldsymbol{n}^{\mathbf{1}}=0$ as a special case. We find that for $E_{+}, s=0,1, \ldots$, while $s=0$ is excluded for $E_{-}$. This restriction gives an energy spectrum where the positive and negative ground state is of equal magnitude. Moreover, Ref. 12 showed by a different method that the number of positive energy states equals the number of negative energy states for a given energy. We also observe that the introduction of torsion would have destroyed this symmetry.

We turn now to the question of the completeness of the solution set. We first note that we can repeat the same calculations with $\psi_{2}{ }^{1}=v_{2}{ }^{1}(n)\left|n^{1}{ }_{1}, 0, n^{2}, 0\right\rangle \quad$ and $\quad \psi_{2}{ }^{2}$ $=v_{2}^{2}(n)\left|n^{1}{ }_{1}-1,0, n_{1}{ }_{1}+1,0\right\rangle$ and obtain the same result. By applying the raising and lowering operators (3.3) and (3.4) of the invariance group, we can obtain even more solutions. We note that these operators form two commuting $U_{2}$ algebras as follows. Define

$$
\begin{aligned}
& L^{\prime}{ }_{-}:=-g^{\prime}{ }_{2} ; \quad L_{+}^{\prime}:=-g_{1}^{\prime 2} ; \\
& L_{z}^{\prime}:=-\frac{1}{2}\left(g_{1}^{\prime 1}-g_{2}^{\prime 2}\right) ; \\
& L_{-}:=-g_{2}^{1} ; \quad L_{+}:=-g_{1}^{2} ; \quad L_{z}:=-\frac{1}{2}\left(g_{1}^{1}-g_{2}^{2}\right) ; \\
& L_{0}:=\frac{1}{2}\left(z^{T}{ }_{S} \partial_{T}^{S}\right) ; \quad L_{0}^{\prime}:=\frac{1}{2}\left(z^{T}{ }_{S} \partial^{S}{ }_{T}-1\right) 1_{2} .
\end{aligned}
$$

Here $L^{\prime}{ }_{0}$ and $L_{0}$ are the $\mathrm{U}_{1}$ generators. The other generators satisfy the usual angular momentum commutation relations:
$\left[L_{z}, L_{+}\right]=L_{+} ; \quad\left[L_{z}, L_{-}\right]=-L_{-} ; \quad\left[L_{+}, L_{-}\right]=2 L_{z} ;$ $\left[L_{z}^{\prime}, L^{\prime}{ }_{+}\right]=L^{\prime}{ }_{+} ; \quad\left[L_{z}^{\prime}, L^{\prime}{ }_{-}\right]=-L^{\prime}{ }_{-} ;$ $\left[L^{\prime}{ }_{+}, L^{\prime}{ }_{-}\right]=2 L^{\prime}{ }_{z}$;
and

$$
\left[L^{\prime}, L\right]=0
$$

Let us call the eigenvalues of $L_{z}^{\prime}$ and $L_{z} m_{r}$ and $m_{l}$, respectively. The eigenvalues of our two solutions
$\psi_{1}:=\binom{\psi_{1}^{\prime}}{\psi_{1}^{2}}$ and $\psi_{2}:=\binom{\psi_{2}^{\prime}}{\psi_{2}^{2}}$ under these operators are
$L_{z} \psi_{1}=\frac{1}{2}\left(n_{2}{ }_{2}-n^{2}{ }_{2}-1\right) \psi_{1} ; \quad L^{\prime}{ }_{2} \psi_{1}=-\frac{1}{2}\left(n^{1}{ }_{2}+n^{2}{ }_{2}\right) \psi_{1}$, $L_{z} \psi_{2}=\frac{1}{2}\left(n_{1}-n_{1}^{2}-1\right) \psi_{2} ; \quad L^{\prime}{ }_{z} \psi_{2}=\frac{1}{2}\left(n_{1}+n_{1}^{2}\right) \psi_{2}$.

Moreover one can show that

$$
\psi_{m}:=v_{+}\binom{\left|1,0, n^{2}, 0\right\rangle}{\left|0,0, n_{1}^{2}+1,0\right\rangle}
$$

satisfies the requirement for the highest weight state, namely,

$$
L_{+} \psi_{m}=L^{\prime}+\psi_{m}=0
$$

Applying the lowering operators $L_{-}$and $L^{\prime}$ _ will generate a whole ladder of states. One expects this to produce a complete set, but the completeness proof is not available. Sen ${ }^{12}$ proved a completeness relation for his solutions, based on the completeness of $\mathrm{SU}_{2}$ scalar functions. Our operator methods do not seem to work that easily, and already in Ref. 7 Bargmann stated that the operator methods do not seem to help in proving completeness of the representations.

We generalize now our approach to the case of arbitrary $N$. We work with the convention that the occupation numbers in $\psi^{\Sigma}$ which are not written out are assumed to be zero. There are $N$ solutions $\psi$ which can be found immediately by generalization of the $\mathbf{U}_{2}$ solutions. They are labeled by the subscript $S$. The components of $\psi_{s}$ written out in ket form look like

$$
\begin{aligned}
& \psi^{1}{ }_{s}=v^{1}{ }_{s}\left(n_{i}\right)\left|n^{1}{ }_{s}, n^{2}{ }_{s}, n^{3}{ }_{s}, \ldots, n^{N}{ }_{s}\right\rangle, \\
& \psi^{2}{ }_{s}=v^{2}{ }_{s}\left(n_{i}\right)\left|n^{1}{ }_{s}-1, n^{2}{ }_{s}+1, n^{3}{ }_{s}, \ldots, n^{N}{ }_{s}\right\rangle, \\
& \psi_{s}^{\Sigma}=v_{s}^{\Sigma}\left(n_{i}\right) \mid n_{s}^{1}-1, n_{s}^{2}, \ldots, n_{s}^{\Sigma}+1, \\
& \left.n^{\Sigma+1}{ }_{s}, \ldots, n_{s}\right\rangle, \quad \Sigma=3, \ldots, N .
\end{aligned}
$$

As can be easily checked, the dynamical matrix for the general case is symmetric and has the form

$$
B=\left(\begin{array}{cccc}
n^{1}{ }_{s} & \sqrt{n^{1}{ }_{s}\left(n^{2}+1\right)} & \cdots & \sqrt{n_{s}^{1}\left(n^{N}{ }_{s}+1\right)} \\
\sqrt{n_{s}^{1}\left(n^{2}{ }_{s}+1\right)} & n^{2}+1 & \cdots & \vdots \\
\vdots & \vdots & \cdots & \vdots \\
\sqrt{n^{1}\left(n^{N}{ }_{s}+1\right)} & \cdots & \cdots & n^{N}{ }_{s}+1
\end{array}\right) .
$$

Here $B$ can be thought of as a dyadic product $b b$ of a vector $b$ with itself, where $b^{A}=\sqrt{n_{s}^{A}+1-\delta_{1}^{A}}$. In dyadic notation $B \cdot v$ can be written as $b(b \cdot v)$. Because $b$ spans a one-dimensional subspace of an $N$-dimensional space, there are $N-1$ other eigenvectors $v$ that are perpendicular to $b$ with eigenvalue 0 . Thus $v=b$ is the only eigenvector of $B$ with a nonzero eigenvalue, which is $b \cdot b$ or equivalently $\operatorname{Tr}(B)$. The two eigenvalues, 0 and $\operatorname{Tr}(B)$, give rise to the two energy spectra,

$$
\begin{aligned}
E_{+}= & \left(N^{2}-1\right) / 2 N+(1 / N) s, \quad s=0,1, \ldots \\
E_{-}= & \left(N^{2}-1\right) / 2 N-[(N-1) / N](s+N) \\
& s=1,2, \ldots
\end{aligned}
$$

where we make use of the definition of $m$ in (3.1). Here again $s=0$ is not possible for $E_{-}$. Once more this makes the
lowest positive and highest negative energy state have equal magnitude. The positive and negative energies are linear in $s$, but they have different slopes, depending on the value of $N$ (see Fig. 1). This means that the negative energy spectrum is less dense, some positive energy modes do not have a corresponding antipartner. The density ratio is $N-1$, which is unity for $N=2$.

The question arises if the asymmetry in the behavior of positive and negative energy solutions is real or just an artifact of an incomplete solution set. As before for $N=2$ we can use the shift operators of our invariance group to construct new solutions, but do we get all the solutions? Due to the complexity of the higher $\mathbf{U}_{N}$ groups it is even harder to get a handle on this problem and the question is still unsolved.

A possible way to improve the calculations is to use the Gelfand states $|(m)\rangle$ (Ref. 10) of $\mathbf{U}_{N} \otimes \mathbf{U}_{N}$, which are gen-


FIG. 1. Energy spectrum of the neutrino (upper graph) and antineutrino (lower graph) for $N=3$. The cosmological rest mass is $\frac{4}{3}$ in natural units.
erated by the scalar parts of our generators in (3.3) and (3.4), i.e.,

$$
g_{I}^{I^{\prime}}:=z_{S}^{I_{S}^{\prime}} \partial_{I}^{S} \quad \text { and } \quad{ }^{r} g_{I}^{I^{\prime}}:=z_{I}^{S} \partial^{r^{\prime}}{ }_{S}
$$

As remarked earlier, ${ }^{r} g$ and ${ }^{\prime} g$ generate all the irreps of $\mathbf{U}_{N} \otimes \mathbf{U}_{N}$, but with the restriction that the Gelfand labels $(m)$ of each state in the product are identical.

The $|(m)\rangle$ are orthonormal and the transformations induced by ${ }^{r} g$ and ' $g$ are in principal well known. In fact, ${ }^{\prime} g$ are just the matrix elements of $\mathfrak{D}$, and by using the Gelfand states as components of $\psi$ one should be able to find the general solution. The problem is that the induced transformations on $|(m)\rangle$ consist of linear superpositions of different states, which makes this approach algebraically difficult. Using a computer with an algebraic programming language could solve this problem.

## IV. CONCLUSIONS

We gave the Lagrangians for the generalized KleinGordon, Dirac, and Weyl-neutrino equations and discussed the symmetry properties of the flat space neutrino equation. We showed that for $N=3$ and $N>4$ all the discrete symmetries are broken, and even PCT is violated.

The hyperneutrino equation on $\mathbf{U}_{N}$ was solved by means of the boson calculus. The solutions gave rise to an energy spectrum that has symmetry between the negative and positive energy solutions only for $N=2$. We found that the density ratio of positive to negative energy states was $N-1$. The
hyperneutrino acquired a negligible rest mass (of the order $10^{-31} \mathrm{eV}$ ) due to the global constant curvature of $\mathrm{U}_{N}$.

So far only the hyperneutrino equation was studied on $\mathrm{U}_{N}$. Finding solutions to the generalized Dirac (or KleinGordon) equation is another task. The application of index theory ${ }^{13}$ to the group manifold is possible and will give important information about the behavior of the solutions to $\mathfrak{D}$. This would resolve any doubts about the neutrino spectrum.

The difference in density of positive and negative energy solutions for $N>2$ is quite surprising for a maximal symmetric group like $\mathbf{U}_{N}$. If one assumes that the very early universe can be approximated by an $\mathbf{U}_{N}$, then the result could explain the matter-antimatter asymmetry in our universe.

A good dimensional reduction procedure has to be found in order to make the model more physical and to study the behavior of the energy spectrum.

What is the relevance of supersymmetry to hyperspinors? For example, in the $N=3$ theory a three-component hyperspinor can be thought of as a supermultiplet consisting of a spin- $\frac{1}{2} \psi^{E}$ and a scalar $\psi^{I}$. Nevertheless we have assumed that the transformation group is $\mathbf{S L}_{3}$ and not one of the supergroups. From symmetry arguments ( $\psi$ is a spinor) we would treat all three components of $\psi$ as fermions and second quantize them with anticommuting operators. But because $\psi^{I}$ is a scalar under the Lorentz group, the spin-statistics theorem is violated.

If we wish to respect the usual spin-statistics connection, we should treat the external components as fermions and the internal components as bosons. It is even possible that all components are elements of an underlying Grassmann algebra, and then fermions are the odd elements and bosons are the even ones. The different treatment of external and internal spin components would have important consequences for the spin vector. The components $\sigma_{E E}^{t}$ and $\sigma_{I I}^{\prime}$ would result in commuting manifold coordinates, while the mixed components $\sigma_{E I}^{t}$ and $\sigma_{I E}^{t}$ give Grassmann (anticommuting) coordinates. Is this a possible link to supermanifolds? Accidentally a $\mathbf{B}_{3}$ with five commuting coordinates would be much closer to the spirit of the original five-dimensional Kaluza-Klein theory.
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#### Abstract

Three theorems dealing with transfer matrices in statistical mechanical systems are proved. The theorems state that the nonzero eigenvalues of transfer matrices formed through various prescriptions are identical. Hence it is possible to ascribe a physical meaning to all the eigenvalues of a transfer matrix, not just to the few largest eigenvalues. The first theorem states that the transfer matrix formed by building a system $M$ layers at a time has as its only nonzero eigenvalues the eigenvalues of the transfer matrix formed by building the $M$ layers of the system one at a time. This theorem relates the product of two $n^{M} \times n^{M} M$-layer transfer matrices to the product of $M$ one-layer $M \times M$ transfer matrices. The second theorem states that one of the $n^{M} \times n^{M} M$-layer transfer matrices (for $M>1$ ) has only one nonzero eigenvalue. A procedure for finding this eigenvalue and all eigenvectors is given. The third theorem generalizes the first to the case where the chosen layering is not an integer multiple of the interaction length.


## I. INTRODUCTION

The transfer matrix formalism may be used to obtain the partition function of any statistical mechanical system when it has short-range interactions in at least one direction. ${ }^{1-4}$ This allows the system to be built one layer at a time in a direction with short-range interactions. The size of the transfer matrix must be chosen to be equal to or greater than the size required to make separate layers, i.e., layers that interact only with at most two other layers. This property allows the analysis of the system in terms of a Markov process, since the interaction of one layer depends only on the preceding and following layers. For a statistical mechanical system, the partition function is given by

$$
\begin{equation*}
Z=\operatorname{Tr}\left(\mathrm{A}_{1} \mathrm{~A}_{2} \mathrm{~A}_{3} \cdots \mathrm{~A}_{N} \mathrm{~B}\right) \tag{1}
\end{equation*}
$$

when the system has $N$ layers. Here $\mathrm{A}_{i}$ is a one-layer transfer matrix, i.e., a matrix that adds the single layer $i$ to the system. The matrix $B$ describes the interactions at the boundary.

The question that naturally arises is the relationship between the eigenvalues of the different transfer matrices formed when the transfer matrix is built up with more than one layer at a time. In particular, if each layer has $n$ states, the one-layer transfer matrices that enter Eq. (1) are of size $n \times n$. If one decides to build up the transfer matrix using $M$ of these layers at a time, the $M$-layer transfer matrices one then uses are $n^{M} \times n^{M}$. Physically, one would expect that at least the largest eigenvalue of the different ways of forming the transfer matrices must be invariant. This is because the largest eigenvalue is related to the partition function $Z$ of the system, and physical quantities such as the free energy can be derived from the partition function. In the thermodynamic limit, $N \rightarrow \infty$ in Eq. (1), only the largest eigenvalue comes into the calculation of the partition function if all $A_{i}$ are identical. Similarly, in this limit a correlation length is related to the ratio of the largest and next-largest eigenvalues of the transfer matrix. Thus this ratio must also be invariant using various prescriptions to build the transfer matrices. But what about the other eigenvalues? This paper will relate the eigenvalues of the $n \times n$ one-layer transfer matrix to the
$n^{M} \times n^{M} M$-layer transfer matrix. In fact, it will be shown that quite generally the $M$-layer transfer matrix has at least $n^{M}-n$ zero eigenvalues, and the remaining $n$ eigenvalues are just the eigenvalues of the product of $M$ one-layer transfer matrices.

The next section contains a number of lemmas and three theorems. The first theorem relates the eigenvalues of the system when it is built up $M$ layers at a time (an $M$-layer transfer matrix) to the eigenvalues of a product of $M$ onelayer transfer matrices. The second theorem describes the structure of a portion of the $M$-layer transfer matrix. The third theorem generalizes the first to the case when the chosen layering is not an integer multiple of the interaction length. Finally, Sec. III contains a discussion of the physical importance of the theorems. All discussion of the physical and calculational properties of the three theorems and associated lemmas of Sec. II will be deferred to Sec. III. Consequently, the reader may initially skip over the proofs in Sec. II and concentrate on the discussion in Sec. III.

## II. THEOREMS AND PROOFS

Throughout the manuscript, the mathematical properties of the row and column matrix products introduced in Ref. 5 will be used-the notation 5 ( $x . x$ ) will be used to refer to Eq. (x.x) of Ref. 5. In particular, the reader should note that curly brackets, $\}$, denote the row and column products while parentheses, ( ), denote a regular matrix. The Hadamard (element-by-element) product will be denoted by $\odot$, and the regular matrix product will be denoted by the juxtaposition of the matrices. In most instances, the dimension of the matrices will not be explicitly given-they are assumed to be such that the matrix products are defined (this assumption can always be met by having all matrices square of size $n \times n$ ). All matrices are assumed to have elements from the field of complex numbers. The matrix I will be reserved for the identity matrix for regular matrix multiplication, and the matrix $J$ will always stand for the identity for Hadamard matrix multiplication (hence $J$ has all elements equal to 1 ).

Assume each of the $N$ one-layers is numbered with the numbering performed to minimize the difference between the numbers of interacting one-layers. Then the range of interaction is taken to be the largest difference between any two interacting one-layers.

## A. Interaction range 1

The first two theorems deal with the trace of a matrix with $N$ one-layers, with one-layer $i$ interacting only with onelayers $i-1$ and $i+1$. The general matrix has the form ${ }^{5}$

$$
Z=\operatorname{Tr}\left(\left\{\begin{array}{cccccc}
\mathrm{l} & \mathrm{~A}_{1} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J}  \tag{2}\\
\mathrm{~J} & \mathrm{l} & \mathrm{~A}_{2} & & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{l} & \ddots & \mathrm{~J} & \mathrm{~J} \\
\vdots & \vdots & & \ddots & & \vdots \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & & \mathrm{I} & \mathrm{~A}_{N-1} \\
\mathrm{~A}_{N} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I}
\end{array}\right\}\right)
$$

and from 5(3.13) [without loss of generality set $\mathrm{D}_{i}=1$ in 5(3.13)]

$$
\begin{equation*}
Z=\operatorname{Tr}\left(A_{1} A_{2} \cdots A_{N}\right) \tag{3}
\end{equation*}
$$

Call $A_{i}$ a one-layer transfer matrix, i.e., it is the transfer matrix that adds layer $i$ (and includes all interactions within layer $i$ and between one-layers $i$ and $\mathrm{i}+1$ ). From 5(4.3) (with all $\mathrm{D}=\mathrm{I}$ and $\mathrm{B}=\mathrm{J}$ ) it is possible (when $N / 2$ is an integer) to also write
$Z=\operatorname{Tr}\left(\left[\begin{array}{ll}1 & A_{1} \\ J & 1\end{array}\right\}\left\{\begin{array}{ll}J & J \\ A_{2} & J\end{array}\right\} \cdots\left\{\begin{array}{cc}1 & A_{N-1} \\ J & 1\end{array}\right]\left[\begin{array}{cc}J & J \\ A_{N} & J\end{array}\right]\right)$.
Equation (4) gives a transfer matrix that adds two layers, e.g., layers 1 and 2 , at a time. This transfer matrix has two parts. A diagonal matrix, an intra-two-layer matrix, adds the interactions within an added two-layer; e.g., the matrix containing $A_{1}$. The inter-two-layer matrix also has a special form. For example, the inter-two-layer matrix containing $\mathrm{A}_{2}$ takes into account the interactions between the two-layer formed from one-layers 1 and 2 and the two-layer formed from one-layers 3 and 4 . The question that will be addressed in this subsection is the relationship between the eigenvalues of the component one-layer transfer matrices and an $M$-layer transfer matrix. First, two lemmas that deal with the twolayer transfer matrix are proved.

Lemma 1: An inter-M-layer transfer matrix has the two equivalent forms

$$
\left\{\begin{array}{ll}
J_{n \times p} & J_{n \times q}  \tag{5}\\
\mathrm{~A}_{m \times p} & J_{m \times q}
\end{array}\right\}=\left\{\begin{array}{l}
J_{n \times p} \\
\mathrm{~A}_{m \times p}
\end{array}\right\}\left\{\begin{array}{ll}
\mathrm{I}_{p \times p} & \mathrm{~J}_{p \times q}
\end{array}\right\}
$$

where the subscripts are used to show the size of the matrices.

Proof: The proof follows immediately from 5(3.8) and use of the associative law [5(3.3)].

Lemma 2: The two-layer transfer matrix

$$
\left\{\begin{array}{ll}
1 & B  \tag{6}\\
J & 1
\end{array}\right\}\left\{\begin{array}{ll}
J & J \\
C & J
\end{array}\right\}
$$

has the same nonzero eigenvalues as the matrix BC .
Proof: Using Lemma 1, the associative law for the row and column products [5(3.3)], and 5(3.6) gives

$$
\begin{align*}
& \left\{\begin{array}{ll}
1 & B \\
J & 1
\end{array}\right\}\left\{\begin{array}{ll}
J & J \\
C & J
\end{array}\right\}=\left\{\left\{\begin{array}{l}
1 \\
J
\end{array}\right\}\left\{\begin{array}{l}
B \\
1
\end{array}\right\}\right\}\left\{\begin{array}{ll}
J \\
C
\end{array}\right\}\left\{\begin{array}{ll}
J & J
\end{array}\right\} \\
& \\
& =\left(\left(\left\{\begin{array}{l}
1 \\
J
\end{array}\right\} J\right) \odot\left(\left\{\begin{array}{l}
B \\
1
\end{array}\right\} C\right)\right)\left\{\begin{array}{ll}
1 & J
\end{array}\right\}  \tag{7}\\
& \\
& =\left\{\begin{array}{l}
B \\
1
\end{array}\right\} C\left\{\begin{array}{l}
J
\end{array}\right\} .
\end{align*}
$$

However, for any two complex matrices $\mathrm{K}_{n \times m}$ and $\mathrm{L}_{m \times n}$ the nonzero eigenvalues of KL and LK are the same. ${ }^{6}$ Thus the two-layer transfer matrix given by Eq. (6) has the same nonzero eigenvalues as

$$
\left\{\begin{array}{ll}
I & J
\end{array}\right\}\left\{\begin{array}{l}
B  \tag{8}\\
1
\end{array}\right\} C=((\mid B) \odot(J \mid)) C=B C,
$$

where $5(3.6)$ has been used.
If both B and C are $n \times n$, then the two-layer $n^{2} \times n^{2}$ transfer matrix given by Eq. (6) has at least $n^{2}-n$ zero eigenvalues, with the remaining $n$ eigenvalues the same as the product of the two one-layer transfer matrices BC. Theorem 1 generalizes Lemma 2 to the case of $M$-layer transfer matrices. The form of the $M$-layer transfer matrix given by Eq. (9) follows directly from the use of the associative laws for the row and column products and 5(3.13).

Theorem 1: The $M$-layer transfer matrix

$$
\begin{gather*}
\left\{\begin{array}{cccccc}
1 & A_{1} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~A}_{2} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{I} & \ddots & \mathrm{~J} & \mathrm{~J} \\
\vdots & \vdots & & \ddots & \ddots & \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{I} & \mathrm{~A}_{M-1} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I}
\end{array}\right\} \\
 \tag{9}\\
\times\left\{\begin{array}{ccccc}
\mathrm{J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~A}_{M} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J}
\end{array}\right\}
\end{gather*}
$$

has the same nonzero eigenvalues as $A_{1} A_{2} \cdots A_{M-1} A_{M}$.
Proof: For any diagonal matrices $D_{1}$ and $D_{2}$ the relationship $D_{1} D_{2}=D_{1} \odot D_{2}$ holds. Thus the intra- $M$-layer transfer matrix in Eq. (9) can be decomposed into $M-1$ diagonal matrices; one for each $A_{i}$. First multiply the diagonal matrix with $A_{M-1}$ by the inter- $M$-layer transfer matrix, after using Lemma 1 to rewrite the inter- $M$-layer transfer matrix. This

$$
\begin{align*}
& \left\{\begin{array}{ccccc}
1 & J & \cdots & J & J \\
\mathrm{~J} & \mathrm{I} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\vdots & & \ddots & \vdots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \cdots & 1 & A_{M-1} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & 1
\end{array}\right\}\left\{\begin{array}{c}
\mathrm{J} \\
\mathrm{~J} \\
\vdots \\
\mathrm{~J} \\
\mathrm{~A}_{M}
\end{array}\right\}\left\{\begin{array}{llll}
1 & \mathrm{~J} & \cdots & \mathrm{~J}
\end{array}\right\} \\
& =\left\{\begin{array}{c}
J \\
\vdots \\
J \\
A_{M-1} \\
1
\end{array}\right\} A_{M}\left\{\begin{array}{llll}
1 & J & \cdots & J
\end{array}\right\}, \tag{10}
\end{align*}
$$

## gives

where use has been made of 5(3.6) and the fact that the regular matrix product of a J matrix and a row product made up of one $l$ and the rest $J$ matrices gives back a $J$ matrix. Next multiply both sides of Eq. (10) with the diagonal matrix containing $A_{M-2}$ to give

$$
\begin{align*}
& \left\{\begin{array}{cccccc}
1 & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{I} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} \\
\vdots & & \ddots & \vdots & \vdots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{I} & A_{M-2} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{I}
\end{array}\right\}\left\{\begin{array}{c}
\mathrm{J} \\
\mathrm{~J} \\
\vdots \\
\mathrm{~J} \\
A_{M-1} \\
1
\end{array}\right\} \\
& \times A_{M}\left\{\begin{array}{llll}
1 & J & \cdots & J
\end{array}\right\} \\
& =\left\{\begin{array}{c}
J \\
\vdots \\
J \\
A_{M-2} \\
1 \\
1
\end{array}\right\} A_{M-1} A_{M}\left\{\begin{array}{lllll}
1 & J & \cdots & J
\end{array}\right\} . \tag{11}
\end{align*}
$$

Repeating this procedure for each of the other diagonal matrices in turn finally shows that the product of the two matrices in Eq. (9) is equal to

$$
\left\{\begin{array}{c}
A_{1}  \tag{12}\\
1 \\
\vdots \\
1
\end{array}\right\} A_{2} A_{3} \cdots A_{M-1} A_{M}\left\{\begin{array}{llll}
1 & J & \cdots & J
\end{array}\right\}
$$

Using 5(3.6) gives

$$
\left\{\begin{array}{llll}
1 & J & \cdots & J
\end{array}\right\}\left\{\begin{array}{c}
A_{1}  \tag{13}\\
1 \\
\vdots \\
I
\end{array}\right\}=A_{1} .
$$

Since the nonzero eigenvalues of any two matrices $\mathrm{K}_{n \times m} \mathrm{~L}_{m \times n}$ are the same as $\mathrm{L}_{m \times n} \mathrm{~K}_{n \times m}$, the product of the $M$-layer transfer matrices in Eq. (9) has the same nonzero eigenvalues as $A_{1} A_{2} \cdots A_{M}$.

Theorem 2: The inter- $M$-layer transfer matrix

$$
\left\{\begin{array}{ll}
J & J  \tag{14}\\
c & J
\end{array}\right\}
$$

has the same rank as the matrix $C$. If both $C$ and the matrix of Eq. (14) are square, then the matrix of Eq. (14) has at most one nonzero eigenvalue.

Proof: For any nonsingular $P$, the rank of any matrix $A$ satisfies ${ }^{6} \rho(\mathrm{PA})=\rho(\mathrm{A})$. Multiply the inter- $M$-layer transfer matrix of Eq. (14) by a particular permutation matrix (which is nonsingular) to give

$$
\begin{align*}
& \rho\left(\left\{\begin{array}{ll}
\mathrm{J}_{n \times p} & \mathrm{~J}_{n \times q} \\
\mathrm{C}_{m \times p} & \mathrm{~J}_{m \times q}
\end{array}\right\}\right) \\
& \quad=\rho\left(\left\{\begin{array}{ll}
\mathrm{J}_{m \times n} & \mathrm{I}_{m \times m} \\
\mathrm{I}_{n \times n} & \mathrm{~J}_{n \times m}
\end{array}\right\}\left\{\begin{array}{ll}
\mathrm{J}_{n \times p} & \mathrm{~J}_{n \times q} \\
\mathrm{C}_{m \times p} & \mathrm{~J}_{m \times q}
\end{array}\right\}\right) \\
& \quad=\rho\left(\left\{\begin{array}{ll}
\mathrm{C}_{m \times p} & \mathrm{~J}_{m \times q} \\
\mathrm{~J}_{n \times p} & \mathrm{~J}_{n \times q}
\end{array}\right\}\right) . \tag{15}
\end{align*}
$$

The last matrix in Eq. (15) is just the Kronecker (direct)
product of $\mathrm{C}_{m \times p}$ and $\mathrm{J}_{n \times q}$ [see 5(3.9)]. Use the well-known relationship ${ }^{6}$ for the rank of a Kronecker product,

$$
\rho\left(\left\{\begin{array}{ll}
\mathrm{C}_{m \times p} & \mathrm{~J}_{m \times q}  \tag{16}\\
\mathrm{~J}_{n \times p} & \mathrm{~J}_{n \times q}
\end{array}\right\}\right)=\rho\left(\mathrm{C}_{m \times p}\right) \rho\left(\mathrm{J}_{n \times q}\right)=\rho\left(\mathrm{C}_{m \times p}\right),
$$

together with $\rho\left(\mathrm{J}_{n \times q}\right)=1$ to complete the proof of the first part of the theorem.

Use Lemma 1 and 5(3.6) to find that the nonzero eigenvalues of a square inter-M-layer matrix of Eq. (14) (with C also square) are the same as the nonzero eigenvalues of the matrix

$$
\begin{align*}
\left\{\mathrm{I}_{m \times m} \quad \mathrm{~J}_{m \times n}\right\}\left\{\begin{array}{l}
\mathrm{J}_{m \times n} \\
\mathrm{C}_{n \times n}
\end{array}\right\} & =\left(\mathrm{I}_{m \times m} \mathrm{~J}_{m \times n}\right) \odot\left(\mathrm{J}_{m \times n} \mathrm{C}_{n \times n}\right) \\
& =\mathrm{J}_{m \times n} \mathrm{C}_{n \times n} . \tag{17}
\end{align*}
$$

However, ${ }^{6}$

$$
\rho\left(\mathrm{J}_{m \times n} \mathrm{C}_{n \times n}\right) \leqslant \min \left(\rho\left(\mathrm{J}_{m \times n}\right), \rho\left(\mathrm{C}_{n \times n}\right)\right) \leqslant 1,
$$

since $\rho\left(\mathrm{J}_{m \times n}\right)=1$. Thus the square inter-M-layer matrix has at most one nonzero eigenvalue, since it has the same nonzero eigenvalues as a matrix that has a rank of at most 1.

The structure of the inter- $M$-layer square transfer matrix of size $n^{M} \times n^{M}$ of Eq. (14) (for the case where $\mathrm{C}_{n \times n}$ is also square) can be easily illustrated. Use Lemma 1 and the properties 5(3.6) and 5(3.8) to show that the product of the matrix of Eq. (14) times itself is a matrix that has a rank equal to 1 [except in the trivial case where $\rho(\mathrm{CJ})=0$ ]. Thus the inter- $M$-layer transfer matrix has a null space of dimension $n^{M}-n$, and has $n-1$ generalized eigenvectors of rank 2 associated with the eigenvalue 0 . To find the eigenvector associated with the nonzero eigenvalue, let $\mathbf{e}$ be a column vector with all $n$ elements equal to 1 , and define the vector $\mathbf{u}=\mathrm{Ce}$. Then since $J=e^{T}$, clearly Je $=n e$ and $\mathrm{Ju}=\mathrm{ee}{ }^{T} \mathrm{Ce}=s e$, with $s=\Sigma_{i j} c_{i j}$ the sum of all the elements of C. Use Lemma 1 to give
$\left\{\begin{array}{c}J \\ J \\ \vdots \\ J \\ C\end{array}\right\}\left\{\begin{array}{lllll}I & J & \cdots & J & J\end{array}\right\}\left\{\begin{array}{c}e \\ e \\ \vdots \\ e \\ u\end{array}\right\}$

$$
=\left\{\begin{array}{c}
J  \tag{18}\\
J \\
\vdots \\
J \\
C
\end{array}\right\} \operatorname{esn}^{M-2}=s n^{M-2}\left\{\begin{array}{c}
e \\
e \\
\vdots \\
e \\
u
\end{array}\right\} .
$$

Hence the $n^{M}$-dimensional vector in Eq. (18) is an unnormalized right eigenvector of the $n^{M} \times n^{M}$ inter- $M$-layer transfer matrix with eigenvalue $s n^{M-2}$. Similarly, if one defines the vector $\mathbf{v}^{T}=\mathbf{e}^{T} \mathrm{C}$, then the left eigenvector associated with the eigenvalue $s n^{M-2}$ is given by

$$
\left\{\begin{array}{llll}
\left\{\mathbf{v}^{T}\right. & \mathbf{e}^{T} & \cdots & \mathbf{e}^{T} \tag{19}
\end{array}\right\}
$$

The generalized left eigenvectors of rank 2 are given by

$$
\left\{\begin{array}{llll}
\mathrm{e}^{T} & \cdots & \mathrm{e}^{T} & \mathbf{w}_{i}^{T} \tag{20}
\end{array}\right\}
$$

for the $n-1$ orthogonal vectors $\mathbf{w}_{i}^{T}$ that have $\mathbf{w}_{i}^{T} \mathrm{Ce}=0$.

The generalized right eigenvectors of rank 2 are given by

$$
\left\{\begin{array}{c}
\mathbf{x}_{i}  \tag{21}\\
\mathbf{e} \\
\vdots \\
\mathbf{e}
\end{array}\right\}
$$

where the $n-1$ orthogonal vectors $\mathbf{x}_{i}$ satisfy $\mathrm{e}^{\boldsymbol{T}} \mathbf{C} \mathbf{x}_{i}=0$.

## B. Longer-range interactions

This section deals with the case where layer $i$ can interact with more than layers $i-1$ and $i+1$. However, it will be necessary to concentrate on the case of only pairwise interactions between the layers. If the system has $N$ one-layers with one-layer $i$ interacting with the $2 R$ one-layers $j$ with $i-R \leqslant j \leqslant i+R$, the partition function $\widetilde{Z}$ is given by

$$
\left.\widetilde{\boldsymbol{Z}}=\operatorname{Tr}\left\{\begin{array}{ccccccccc}
\mathrm{I} & \mathrm{~A}_{1,1} & \mathrm{~A}_{1,2} & \cdots & \mathrm{~A}_{1, R} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J}  \tag{22}\\
\mathrm{~J} & \mathrm{I} & \mathrm{~A}_{2,1} & \cdots & \mathrm{~A}_{2, R-1} & \mathrm{~A}_{2, R} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & 1 & & \mathrm{~A}_{3, R-2} & \mathrm{~A}_{3, R-1} & \mathrm{~A}_{3, R} & & \mathrm{~J} \\
& & & \ddots & & & & & \\
& & & & & \ddots & & & \\
& & & & & & & \ddots & \\
\mathrm{~A}_{N, 1} & \mathrm{~A}_{N, 2} & \mathrm{~A}_{N, 3} & \cdots & \mathrm{~A}_{N, R} & \mathrm{~J} & \cdots & J & \mathrm{I}
\end{array}\right\}_{N, N}\right\} \text {. }
$$

The notation $\{\cdots\}_{i, j}$ will be used to show that the matrix product has $i$ columns of matrices and $j$ rows of matrices. If some $\mathrm{A}_{k, l}=\mathrm{J}$, then one-layer $k$ does not interact with one-layer $l$. Partition the row and column product in Eq. (22) into blocks with $R$ matrices (when $N / R$ is an integer and $R>1$ ) to produce

$$
\begin{align*}
& \widetilde{Z}=\operatorname{Tr}\left\{\begin{array}{ccccc}
\mathrm{I} & \mathrm{~A}_{1,1} & \mathrm{~A}_{1,2} & \cdots & \mathrm{~A}_{1, R-1} \\
\mathrm{~J} & \mathrm{I} & \mathrm{~A}_{2,1} & \cdots & \mathrm{~A}_{2, R-2} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{I} & & \mathrm{~A}_{3, R-3} \\
\vdots & \vdots & & \ddots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{I}
\end{array}\right\}_{R, R} \quad\left\{\begin{array}{ccccc}
\mathrm{A}_{1, R} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{2, R-1} & \mathrm{~A}_{2, R} & \mathrm{~J} & \cdots & J \\
\mathrm{~A}_{3, R-2} & \mathrm{~A}_{3, R-1} & \mathrm{~A}_{3, R} & & \mathrm{~J} \\
\vdots & \vdots & \vdots & \ddots & \\
\mathrm{~A}_{R, 1} & \mathrm{~A}_{R, 2} & \mathrm{~A}_{R, 3} & \cdots & \mathrm{~A}_{R, R}
\end{array}\right\}_{R, R} \\
& \times \cdots\left\{\begin{array}{ccccc}
I & A_{K+1,1} & A_{K+1,2} & \cdots & A_{K+1, R-1} \\
J & 1 & A_{K+2,1} & \cdots & A_{K+2, R-2} \\
J & J & 1 & & A_{K+3, R-3} \\
\vdots & \vdots & & \ddots & \vdots \\
J & J & J & \cdots & 1
\end{array}\right\}_{R, R}\left\{\begin{array}{ccccc}
A_{K+1, R} & J & J & \cdots & J \\
A_{K+2, R-1} & A_{K+2, R} & J & \cdots & J \\
A_{K+3, R-2} & A_{K+3, R-1} & A_{K+3, R} & & J \\
\vdots & \vdots & \vdots & \ddots & \\
A_{N, 1} & A_{N, 2} & A_{N, 3} & \cdots & A_{N, R}
\end{array}\right\} \text { R,R} \text {, } \tag{23}
\end{align*}
$$

where $K=N-R$.
Lemma 3: If all the $A_{i, j}, I$, and $J$ are $n \times n$ square matrices, then

$$
\begin{align*}
& \left\{\begin{array}{ccccc}
I & A_{1,1} & A_{1,2} & \cdots & \mathrm{~A}_{1, R-1} \\
\mathrm{~J} & \mathrm{I} & \mathrm{~A}_{2,1} & \cdots & \mathrm{~A}_{2, R-2} \\
\mathrm{~J} & \mathrm{~J} & 1 & & \mathrm{~A}_{3, R-3} \\
\vdots & \vdots & & \ddots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & 1
\end{array}\right\}_{R, R} \quad\left\{\begin{array}{ccccc}
\mathrm{A}_{1, R} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{2, R-1} & \mathrm{~A}_{2, R} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{3, R-2} & \mathrm{~A}_{3, R-1} & \mathrm{~A}_{3, R} & & \mathrm{~J} \\
\vdots & \vdots & \vdots & \ddots & \\
\mathrm{~A}_{R, 1} & \mathrm{~A}_{R, 2} & \mathrm{~A}_{R, 3} & \cdots & \mathrm{~A}_{R, R}
\end{array}\right\}_{R, R} \\
& =S_{R}\left[A_{1,1} A_{1,2} \cdots A_{1, R}\right] S_{R}\left[A_{2,1} A_{2,2} \cdots A_{2, R}\right] \cdots S_{R}\left[A_{R, 1} A_{R, 2} \cdots A_{R, R}\right], \tag{24}
\end{align*}
$$

with the special matrix product defined by

$$
\mathrm{S}_{R}\left[\mathrm{~A}_{i, 1} \mathrm{~A}_{i, 2} \cdots \mathrm{~A}_{i, R}\right]=\left\{\begin{array}{ccccc}
\mathrm{A}_{i, 1} & A_{i, 2} & \cdots & A_{i, R-1} & A_{i, R}  \tag{25}\\
\mathrm{I} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{I} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\vdots & & \ddots & & \vdots \\
\mathrm{~J} & \mathrm{~J} & & 1 & \mathrm{~J}
\end{array}\right\}_{R, R} .
$$

Proof: The left-hand matrix on the lhs of Eq. (24) is a diagonal matrix, and hence may be written as a product of $R-1$ diagonal matrices with diagonal matrix $i$ made from a product of the $A_{i, j}$ with $1 \leqslant j \leqslant R-i$. The right-hand matrix on the lhs of Eq. (24) can be decomposed into a product of $R-1$ diagonal matrices and $R$ Kronecker products, which can then be multiplied together using 5(3.5). The equivalence of this decomposition follows directly from Appendix A of Ref. 7. Commuting each of the $R-1$ diagonal matrices from the decomposition of the left-hand matrix on the lhs of Eq. (24) as far as possible into the matrices from the decomposition of the right-hand matrix on the lhs of Eq. (24) gives $R$ terms of the form

$$
\left\{\begin{array}{ccccccc}
\mathrm{I} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J}  \tag{26}\\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
& \cdots & \ddots & & & & \\
\mathrm{~J} & \mathrm{~J} & & \mathrm{~J} & \mathrm{~A}_{i, 1} & \cdots & \mathrm{~A}_{i, R-i} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I} & & \mathrm{~J} \\
\vdots & \vdots & & & & \ddots & \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & & \mathrm{I}
\end{array}\right\}_{R, R}\left\{\begin{array}{ccccccc}
\mathrm{I} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
& & \ddots & & & & \\
A_{i, R-i+1} & \cdots & \cdots & \mathrm{~A}_{i, R-1} & \mathrm{~A}_{i, R} & & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I} & & \mathrm{~J} \\
\vdots & \vdots & & & & \ddots & \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & & \mathrm{~J}
\end{array}\right\}_{R, R}
$$

Each of the $R$ products of two matrices with the form of Eq. (26) can be multiplied together to obtain $R$ matrices with a form given in Eq. (27). This yields that the lhs of Eq. (24) is equal to

Define the permutation matrix $P$, which permutes matrices within the Kronecker product, i.e., which has the form

$$
P=\left\{\begin{array}{ccccc}
\mathrm{J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I}  \tag{28}\\
\mathrm{I} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & 1 & & \mathrm{~J} & \mathrm{~J} \\
\vdots & & \ddots & & \vdots \\
\mathrm{~J} & \mathrm{~J} & & 1 & \mathrm{~J}
\end{array}\right\}_{R, R}
$$

This type of permutation matrix has been extensively studied in the mathematical literature. ${ }^{8,9}$ Insert the identity in the form $P P^{-1}$ (with $P^{-1}=P^{T}$ ) between each of the $R$ matrices in Eq. (27). The leftmost matrix of Eq. (27) multiplied by $P$ gives $S_{R}\left[A_{1,1} \cdots A_{1, R}\right]$, while $P^{-1}$ multiplied by the rightmost matrix of Eq. (27) gives $S_{R}\left[A_{R, 1} \cdots A_{R, R}\right]$. Similarly, $P^{-1}$ times the matrix in the middle of Eq. (27) formed from $A_{i, 1} \cdots A_{i, R}$ times $P$ gives $S_{R}\left[A_{i, 1} \cdots A_{i, R}\right]$.

Lemma 4: If $\mathrm{D}_{f \times f}$ is a diagonal matrix, and the matrices $\mathrm{A}, \mathrm{B}$, and C are general matrices of the indicated size, then

$$
\left\{\begin{array}{cc}
\mathrm{A}_{q \times f} & \mathrm{~B}_{q \times q}  \tag{29}\\
\mathrm{D}_{f \times f} & \mathrm{C}_{f \times q}
\end{array}\right\}=\left\{\begin{array}{cc}
\mathrm{A}_{q \times f} & \mathrm{~B}_{q \times q} \\
\mathrm{I}_{f \times f} & \mathrm{~J}_{f \times q}
\end{array}\right\}\left\{\begin{array}{cc}
\mathrm{D}_{f \times f} & \mathrm{C}_{f \times q} \\
\mathrm{~J}_{q \times f} & \mathrm{I}_{q \times q}
\end{array}\right\}
$$

Proof: The last matrix on the rhs of Eq. (29) is a diagonal matrix. Use 5(3.3) and 5(3.6) to show that

$$
\left\{\begin{array}{ll}
\mathrm{D}_{f \times f} & \mathrm{C}_{f \times q}
\end{array}\right\}=\left\{\begin{array}{ll}
\mathrm{I}_{f \times f} & \mathrm{~J}_{f \times q}
\end{array}\right\}\left\{\begin{array}{ll}
\mathrm{D}_{f \times f} & \mathrm{C}_{f \times q}  \tag{30}\\
\mathrm{~J}_{q \times f} & \mathrm{I}_{q \times q}
\end{array}\right\}
$$

Then use the transpose of $5\left(3.7\right.$ ) (with $\mathrm{Q}=\mathrm{I}$ ) and the fact that $\mathrm{D}_{f \times f}$ is a diagonal matrix to produce the rhs of Eq. (29).
Lemma 5: If $A_{i, j}$, I, and $J$ are all square matrices of the same size, then the matrix

$$
\left\{\begin{array}{ccccc}
1 & \mathrm{~A}_{1,1} & \mathrm{~A}_{1,2} & \cdots & \mathrm{~A}_{1, R}  \tag{31}\\
\mathrm{~J} & \mathrm{I} & \mathrm{~A}_{2,1} & \cdots & \mathrm{~A}_{2, R-1} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{I} & \cdots & \mathrm{~A}_{3, R-2} \\
\vdots & & & \ddots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & & 1
\end{array}\right\}_{R+1, R+1}\left\{\begin{array}{ccccc}
\mathrm{J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{2, R} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{3, R-1} & \mathrm{~A}_{3, R} & & \mathrm{~J} \\
\vdots & & \ddots & \vdots \\
\mathrm{~A}_{R+1,1} & \cdots & \mathrm{~A}_{R+1, R} & \mathrm{~J}
\end{array}\right\}_{R+1, R+1}
$$

has the same nonzero eigenvalues as
$\mathrm{S}_{R}\left[\mathrm{~A}_{1,1} \cdots \mathrm{~A}_{1, R}\right] \mathrm{S}_{R}\left[\mathrm{~A}_{2,1} \cdots \mathrm{~A}_{2, R}\right] \cdots \mathrm{S}_{R}\left[\mathrm{~A}_{R+1,1} \cdots \mathrm{~A}_{R+1, R}\right]$.
Proof: Use 5(3.3) and 5(3.6), and the fact that the product of the leftmost column of the left-hand matrix product of Eq. (31) times the top row of the right-hand matrix product of Eq. (31) gives a J matrix, to show that this row and column may be eliminated from the products. Then use 5(3.8) to make the rightmost matrix in Eq. (31) into a matrix formed from a product of $A_{i, j}$ matrices and one formed from the product of only l and $J$ matrices. Finally, use the transpose of 5(3.7) on the rightmost matrix of Eq. (31) (with $Q=1$ ) to show that the product of the two matrices in Eq. (31) is equal to

$$
\begin{align*}
& \left\{\begin{array}{ccccc}
\mathrm{A}_{1,1} & \mathrm{~A}_{1,2} & \cdots & \mathrm{~A}_{1, R-1} & \mathrm{~A}_{1, R} \\
\mathrm{I} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} \\
& \ddots & & \vdots & \vdots \\
\mathrm{~J} & \mathrm{~J} & \ddots & \mathrm{~J} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & & \mathrm{I} & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I}
\end{array}\right\}_{R+1, R} \quad\left\{\begin{array}{ccccc}
\mathrm{I} & \mathrm{~A}_{2,1} & \cdots & \mathrm{~A}_{2, R-2} & \mathrm{~A}_{2, R-1} \\
\mathrm{~J} & \mathrm{I} & & \mathrm{~A}_{3, R-3} & \mathrm{~A}_{3, R-2} \\
\vdots & & \ddots & & \\
\mathrm{~J} & \mathrm{~J} & & 1 & \mathrm{~A}_{R, 1} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & 1
\end{array}\right\}_{R, R} \\
& \times\left\{\begin{array}{cccc}
A_{2, R} & J & \cdots & J \\
A_{3, R-1} & A_{3, R} & & J \\
\vdots & \vdots & \ddots & \\
A_{R, 2} & A_{R, 3} & & J \\
A_{R+1,1} & A_{R+1,2} & \cdots & A_{R+1, R}
\end{array}\right\}_{R, R}\left\{\begin{array}{lllll}
1 & J & \cdots & J & J \\
J & 1 & & J & J \\
\vdots & & \ddots & & \vdots \\
J & J & \cdots & 1 & J
\end{array}\right\}_{R, R+1} . \tag{33}
\end{align*}
$$

From Lemma 3 the middle two matrices in Eq. (33) can be written as the product of the $R$ matrices $S_{R}\left[A_{2,1} \cdots A_{2, R}\right] \cdots$ $\mathrm{S}_{R}\left[A_{R+1,1} \cdots A_{R+1, R}\right]$. Use 5(3.6) to see that the rightmost matrix in Eq. (33) times the leftmost matrix in Eq. (33) gives $S_{R}\left[A_{1,1} \cdots A_{1, R}\right]$. To complete the proof, use the fact that for any two matrices that have appropriate sizes, the nonzero eigenvalues of $A B$ are the same as the nonzero eigenvalues of $B A$.

Next Lemma 5 is generalized to allow for the length of layering of the transfer matrix to be any integer greater than $R$.
Theorem 3: If all $\mathrm{A}_{i, j}$, I, and J are square $n \times n$ matrices, then the matrix

$$
\begin{align*}
& \left\{\begin{array}{cccccccccc}
\mathrm{l} & \mathrm{~A}_{1,1} & \mathrm{~A}_{1,2} & \cdots & & & & & \\
\mathrm{~J} & \mathrm{I} & \mathrm{~A}_{2,1} & & & & & & & \\
\mathrm{~J} & \mathrm{~J} & \mathrm{I} & & & & & & & \\
\vdots & \vdots & & \ddots & & & & & \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & & \mathrm{I} & \mathrm{~A}_{S, 1} & & \mathrm{~A}_{S, R-1} & & \mathrm{~A}_{S, R} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{I} & & \mathrm{~A}_{S+1, R-2} & \mathrm{~A}_{S+1, R-1} \\
\vdots & \vdots & \vdots & & \vdots & & \ddots & & & \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & & \mathrm{I} & & \mathrm{~A}_{K-1,1} \\
\mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & & \mathrm{~J} & & \mathrm{I}
\end{array}\right\}_{K, K} \\
&  \tag{34}\\
& \\
& \times\left\{\begin{array}{cccccccccc}
\mathrm{J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
\mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{S+1, R} & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\vdots & & & & \vdots & \vdots & & \vdots \\
\mathrm{~A}_{K-1,2} & \mathrm{~A}_{K-1,3} & \cdots & \mathrm{~A}_{K-1, R} & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\mathrm{~A}_{K, 1} & \mathrm{~A}_{K, 2} & \cdots & \mathrm{~A}_{K, R-1} & \mathrm{~A}_{K, R} & \mathrm{~J} & \cdots & \mathrm{~J}
\end{array}\right\}_{K, K}
\end{align*}
$$

has the same nonzero eigenvalues as
$S_{R}\left[A_{1,1} \cdots A_{1, R}\right] S_{R}\left[A_{2,1} \cdots A_{2, R}\right] \cdots S_{R}\left[A_{K, 1} \cdots A_{K, R}\right]$,
where $K=S+R$, with $S \geqslant 0$ and $R>1$. The remaining $n^{K}-n^{R}$ eigenvalues are equal to zero.
Proof: When $S=0$ this is Lemma 3, and when $S=1$ this is Lemma 5. Thus assume that $S>2$. As done in the proof of Lemma 5, eliminate the leftmost column of the matrix on the lhs of Eq. (34) and the top row of the matrix on the rhs of Eq. (34). Next use the fact that the matrices in Eq. (31) equal those in Eq. (33) to break the two matrices into four matrices with the form given in Eq. (33) [with the range in Lemma 5 set to $K-1$, and some of the arbitrary $\mathrm{A}_{\text {br }}$ matrices in Eq. (33) are equal to $J$ matrices]. Define these four matrices to be
$\{C\}_{K, K-1}\{D\}_{K-1, K-1}\{E\}_{K-1, K-1}\{F\}_{K-1, K}$,
where the forms of the four matrices are the same as the matrices in the corresponding positions in Eq. (33). For example, this has made the definition (with $j>i$ )

$$
\{F\}_{i, j}=\left\{\begin{array}{ccccccc}
1 & \mathrm{~J} & \cdots & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J}  \tag{37}\\
\mathrm{~J} & \mathrm{I} & & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J} \\
\vdots & & \ddots & & \vdots & & \vdots \\
\mathrm{~J} & \mathrm{~J} & & \mathrm{~J} & \mathrm{~J} & \cdots & \mathrm{~J}
\end{array}\right\}_{i, j} .
$$

The product $\{D\}_{K-1, K-1}\{E\}_{K-1, K-1}$ again has the same form as Eq. (31) (with the range equal to $K-2$ ), so Lemma 5 can be applied, and these two matrices can be broken into the product of four matrices with the form of Eq. (33). This process can be iterated until the center matrices are $\{D\}_{R, R}\{E\}_{R, R}$. This means that Eq. (34) is equal to
$\{\mathrm{C}\}_{K, K-1}\{\mathrm{C}\}_{K-1, K-2} \cdots\{\mathrm{C}\}_{R+1, R}\{\mathrm{D}\}_{R, R}\{E\}_{R, R}\{\mathrm{~F}\}_{R, R+1}\{\mathrm{~F}\}_{R+1, R+2} \cdots\{\mathrm{~F}\}_{K-1, K}$.
Use of $5(3.6)$ and noting which matrices are equal to $J$ matrices shows that $\{F\}_{i, j}\{F\}_{j, k}=\{F\}_{i, k}$, so
$\{F\}_{R, R+1}\{F\}_{R+1, R+2} \cdots\{F\}_{K-1, K}=\{F\}_{R, K}$.
Use Lemma 3 on the matrices $\{D\}_{R, R}\{E\}_{R, R}$, and the fact that the nonzero eigenvalues of $K L$ for any two compatible matrices are the same as $L K$, to find that the nonzero eigenvalues of Eq. (34) are equal to the nonzero eigenvalues of
$\{\mathrm{F}\}_{R, K}\{\mathrm{C}\}_{K, K-1}\{\mathrm{C}\}_{K-1, K-2} \cdots\{\mathrm{C}\}_{R+1, R} \mathrm{~S}_{R}\left[\mathrm{~A}_{S+1,1} \cdots \mathrm{~A}_{S+1, R}\right] \mathrm{S}_{R}\left[\mathrm{~A}_{S+2,1} \cdots \mathrm{~A}_{S+2, R}\right] \cdots \mathrm{S}_{R}\left[\mathrm{~A}_{K, 1} \cdots \mathrm{~A}_{K, R}\right]$.
Make use of 5(3.3) and 5(3.6) to give (for $l>R$ )

$$
\begin{equation*}
\{\mathrm{F}\}_{R, l}\{\mathrm{C}\}_{l, l-1}=\mathrm{S}_{R}\left[\mathrm{~A}_{K-l+1,1} \cdots \mathrm{~A}_{K-l+1, R}\right]\{\mathrm{F}\}_{R, l-1}, \tag{41}
\end{equation*}
$$

where $\{F\}_{R, R}=I$. Finally, use Eq. (41) $S$ times to perform the multiplication between the $\{F\}_{R, K}$ matrix and the $\{C\}_{l, l-1}$ matrices to complete the proof.

Lemma 3, Lemma 5, and Theorem 3 all require that the sizes of all the matrices in the product be the same. This was done to avoid too clumsy a notation in the proofs presented. However, the results can be generalized to remove this restriction. This generalization can be done in two ways. One way is to "pad" the $A_{i, j}$ matrices with zeros so that they are all square and of the same size. This procedure will leave the physically important quantities such as the partition function invariant. The other way of generalizing the result when the matrices may have different dimensions is to use rectangular transfer matrices. In this case, Lemmas 3 and 5 and Theorem 3 can be generalized, but with the notation becoming slightly more cumbersome. For example, if layer $i$ has $n_{i}$ states and interacts with $R$ other layers, then the corresponding matrix to Eq. (25) is

$$
\left\{\begin{array}{ccccc}
\mathrm{A}_{n_{1} \times n_{2}}^{(1,1)} & \mathrm{A}_{n_{1} \times n_{3}}^{(1,2)} & \cdots & \mathrm{A}_{n_{1} \times n_{R-1}-1}^{(1, R-1)} & \mathrm{A}_{n_{1} \times n_{R}}^{(1, R)}  \tag{42}\\
\mathrm{I}_{n_{2} \times n_{2}} & \mathrm{~J}_{n_{2} \times n_{3}} & \cdots & \mathrm{~J}_{n_{2} \times n_{R-1}} & \mathrm{~J}_{n_{2} \times n_{R}} \\
\mathrm{~J}_{n_{3} \times n_{2}} & \mathrm{I}_{n_{3} \times n_{3}} & & \mathrm{~J}_{n_{3} \times n_{R-1}} & J_{n_{3} \times n_{R}} \\
\vdots & & \ddots & & \vdots \\
J_{n_{R} \times n_{2}} & \mathrm{~J}_{n_{R} \times n_{3}} & & \mathrm{I}_{n_{R} \times n_{R-1}} & \mathrm{~J}_{n_{R} \times n_{R}}
\end{array}\right\},
$$

where subscripts denote the matrix size and superscripts denote the matrix of pairwise interactions.

A more serious restriction is the restriction to pairwise interactions between the layers. However, in one of the most studied models in statistical mechanics, the Ising model, this restriction does not enter. This is because it has been shown by Wegner ${ }^{10}$ that for the Ising model, multispin interactions can be rewritten into single-spin and pairwise interactions by adding additional spins. Thus if all matrices are $2 \times 2$ and symmetric (the Ising model), the restriction to pairwise interactions is not important. Unfortunately, for other models there is no general argument to overcome this restriction.

## III. DISCUSSION AND CONCLUSIONS

The main result of this paper is Theorem 3, which has Theorem 1 as a special case. Theorem 3 shows that all the eigenvalues of transfer matrices formed by different layering prescriptions are the same, except that different prescriptions have different numbers of zero eigenvalues. This is important because it shows that assigning a physical significance to "constrained" free energies (which are proportional to the natural logarithm of nonzero eigenval-
ues) is a mathematically well-defined procedure. For example, the spinodal behavior of long-range Ising models was seen to correspond to the behavior of some of the smallest eigenvalues of the transfer matrix in Ref. 7. In addition, since the expectation values of operators are given by equations of the form

$$
\begin{equation*}
\langle O\rangle=\operatorname{Tr}\left(\mathrm{OA}_{1} \mathrm{~A}_{2} \cdots \mathrm{~A}_{N}\right) / Z, \tag{43}
\end{equation*}
$$

Theorem 3 also shows that the spectra for such operators is independent of the layering prescription used. These results hold for all models, but may be of particular importance for models that are conformally invariant. ${ }^{11}$ It is worthwhile to note that Theorem 3 is easily generalized to the case where the layers have different numbers of states. Also, the restriction in Theorem 3 to layers that interact pairwise is not necessary if each layer has only two states. Thus if one regards a layer as a single spin, the restriction to pairwise interactions between the spins is not necessary for the Ising model.

Theorem 2 concerns an interesting result that may be useful in numerically computing the partition function for various models. In particular, if one uses a layering with more than one layer, then the spectral decomposition of the inter-M-layer transfer matrix is easy to perform. There is
only one nonzero eigenvalue, and its associated eigenvectors are easy to calculate [see Eqs. (18) and (19)]. The generalized eigenvectors of rank 2 used can be any vectors given by Eqs. (20) and (21), i.e., any set of vectors in $n-1$ dimensions that are orthogonal to the single eigenvector that has nonzero eigenvalue. Thus to compute the spectral decomposition of the inter- $M$-layer matrix it is necessary only to get an orthogonal basis that includes the single eigenvector corresponding to the nonzero eigenvalue. This is to be compared with the case where the spectral decomposition would have to contain a unique orthonormal basis if the matrix were to have all eigenvalues nondegenerate.

The matrix defined by Eq. (25) adds a single layer at a time when there are longer-range pairwise interactions. When this is implemented with each layer used for a single spin, this gives the statistical mechanical model with "screw" boundary conditions. For example, when all $\mathrm{A}_{i, j}=\mathrm{J}$ except for $j=1$ and $j=R$, multiplying $N$ such matrices gives a square lattice of size $R \times N$. Such boundary conditions were introduced by Kramers and Wannier ${ }^{4}$ in 1941, and were used initially in the calculation of the exact partition function of the two-dimensional Ising model. ${ }^{12-14}$ Screw boundary conditions in two and more dimensions have been used also in numerical calculations for finite strip widths for the two- and three-dimensional uniform Ising model, ${ }^{15,16}$ as well as for the random Ising model in two and three dimensions. ${ }^{17}$ Equation (25) gives this sparse matrix in the general case. If all layers are of size $n$, then the $n^{R} \times n^{R}$ matrix of Eq. (25) has only $n^{R+1}$ nonzero elements. This is a property that is extremely useful in numerical calculations, where the sizes of finite strips that can be studied are limited by the storage of the digital computer. Use of the properties of the row and column products also allows various relationships of the matrix of Eq. (25) to be seen. For example, it is easy to break this matrix into the product of the permutation matrix defined in Eq. (28) times the product of a diagonal matrix times the product of a direct product matrix. (For the two-dimensional Ising model, this was done in Ref. 4.) Another property that can be utilized in numerical calculations of transfer matrices comes from the relation

$$
\left\{\begin{array}{lll}
A & J & B  \tag{44}\\
1 & J & J \\
J & I & J
\end{array}\right\}\left\{\begin{array}{lll}
1 & J & J \\
J & R & J \\
J & J & I
\end{array}\right\}=\left\{\begin{array}{lll}
1 & J & J \\
J & 1 & J \\
J & J & R
\end{array}\right\}\left\{\begin{array}{lll}
A & J & B \\
1 & J & J \\
J & 1 & J
\end{array}\right\} .
$$

Equation (44) ilustrates a property of the single-particle transfer matrix [Eq. (25)] for a square lattice with screw boundary conditions. (The property can be easily generalized to systems in different dimensions.) Equation (44) shows that whenever a layer is not interacting with an inter-
mediate layer $j$, it is possible for any matrix $R$ to find two matrices formed from Kronecker products of I and R that multiply the single-layer transfer matrix $S$ to give back the same matrix $S$. That is, ST = TS. Here $T$ is a Kronecker product containing R in position $j$, and $\widehat{\top}$ is a Kronecker product containing $R$ in position $j+1$. The other matrices in the Kronecker products are identity matrices, I. Multiply Eq. (44) by the right eigenvector of $\mathrm{T}, \mathrm{T} \mathbf{v}_{i}=\lambda_{i} \mathbf{v}_{i}$, to give $\hat{\mathrm{T}} \mathbf{v}_{i}=\lambda_{i} \mathbf{S} \mathbf{v}_{i}$. Thus $\mathrm{Sv}_{i}$ is a right eigenvector of $\hat{\mathrm{T}}$ with eigenvalue $\lambda_{i}$. If it is easy to calculate the eigenvectors and eigenvalues of the matrices $T$ and $\widehat{T}$, one computational advantage that can be used in numerical calculations is to start with a complete set of eigenvectors of $T$, and then multiply by $S$ to transfer to the complete set of eigenvectors of $\widehat{T}$. In most cases, it is possible to make both of these sets the same. Then program the "easy" rules to multiply $\mathbf{v}_{i}$ by $S$, since if $A$ has $n$ states, then $S v_{i}$ is a linear combination of at most $n^{2}$ vectors. This property should be particularly useful in a random system. For example, in the random Ising model studied in Ref. 17, it is possible to multiply $S$ by all $\mathbf{v}_{i}$ with approximately the same computational effort and memory requirements that it takes to multiply $S$ by a single arbitrary vector. Of course this result is trivial if $R=I$, but the numerical advantage that should be utilized is that Eq. (44) holds for any $R$.
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# Translating the spin-boson model into a classical system 
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It is shown rigorously how to translate the ground state energy problem for some quantum systems into an equilibrium problem for an associated one-dimensional classical system. The case of the spin-boson model for which the connection is established with a previously obtained Ising model over $\mathbb{R}$ is explicitly treated.

## I. INTRODUCTION

In order to study the ground state of some specific quantum systems it can be useful to translate this problem into the computation of the partition function of an associated classical system. ${ }^{1-3}$ The ground state is approached as a low-temperature limit of equilibrium states for the quantum system and it is this limit that is turned into a thermodynamic limit of a one-dimensional classical system at a fixed temperature.

Our contribution consists in a rigorous study of the translation to the classical system. For this purpose we start from a convergent series expansion of the free energy of the quantum system. This expansion is in terms of multitime correlation functions up to imaginary time $i \beta$ and is based on a general stability result for equilibrium states. Such a method is an alternative for the usual transformations based on path-integral techniques. ${ }^{1-3}$ In the case of the spin-boson model the latter techniques yielded an Ising model over $\mathbb{R}$. In this paper the spin-boson model will be treated by the perturbation series approach by which we will get a classical particle model on $\mathbb{R}$. Furthermore, we will prove that this model can be transformed into a continuous Ising model as found in the stochastic approach.

In the following sections we consider successively the following points. First, in Sec. II, we study the series expansion for the free energy based on the perturbation theory for cyclic vectors representing equilibrium states. Section III is devoted to the spin-boson model. We use earlier results to compute explicitly the multitime correlation functions appearing in the series expansion of Sec. II; their properties will enable us to construct an associated classical particle model. Finally, we connect in Sec. IV this classical particle model to the Ising model over $\mathbb{R}$ which was obtained in Ref. 4.

## II. A PERTURBATION EXPANSION FOR THE PARTITION FUNCTION

We describe here a quantum mechanical model as a $W^{*}$ dynamical system. A general reference for such a description is Refs. 5 and 6. The observables of the system form a von Neumann algebra $\mathscr{M}$ with normalized cyclic and separating vector $\Omega^{0}$. The free dynamics $\left\{\alpha_{t}^{0} \mid t \in \mathbb{R}\right\}$ is the modular automorphism group associated with the pair $\left(\mathscr{M}, \Omega^{0}\right)$. This

[^14]means that the state $x \in \mathscr{M} \mapsto\left\langle\Omega^{0} \mid x \Omega^{0}\right\rangle$ of $\mathscr{M}$ is a KMS state (i.e., a state satisfying the Kubo-Martin-Schwinger equilibrium condition, see Ref. 6) at inverse temperature $\beta=1$ for the time evolution $\left\{\alpha_{t}^{0} \mid t \in \mathbb{R}\right\}$.

Any self-adjoint element $P$ in $\mathscr{M}$ defines a perturbed dynamics $\left\{\alpha_{t}^{P} \mid t \in \mathbb{R}\right\}$ of $\mathscr{M}$ with generator $\delta_{0}(\cdot)+i[P, \cdot]$, where $\delta_{0}$ is the generator of $\left\{\alpha_{i}^{0} \mid t \in \mathbb{R}\right\}$. It is an important stability result in the study of equilibrium states that any such perturbed dynamics allows for a perturbed KMS state. To state the result we first introduce some notation: for $n \geqslant 1$ the vectors

$$
\begin{equation*}
\Omega_{n}^{P}\left(x_{1}, \ldots, x_{n}\right) \equiv \alpha_{x_{1}}^{0}(P) \cdots \alpha_{x_{n}}^{0}(P) \Omega^{0}, \quad x_{i} \in \mathbb{R} \tag{1}
\end{equation*}
$$

have an analytic extension $\Omega_{n}^{P}\left(z_{1}, \ldots, z_{n}\right)$ to the domain

$$
D_{n}=\left\{\left(z_{1}, \ldots, z_{n}\right) \left\lvert\, 0<\operatorname{Im} z_{1}<\cdots<\operatorname{Im} z_{n \frac{1}{2}}\right.\right\},
$$

which is continuous and bounded on $\overline{D_{n}}$ with bound ${ }^{7,8}$

$$
\begin{equation*}
\left\|\Omega_{n}^{P}\left(z_{1}, \ldots, z_{n}\right)\right\| \leqslant\|P\|^{n} . \tag{2}
\end{equation*}
$$

The perturbed KMS state is now given by the cyclic vector $\Omega^{P}$ where (Ref. 6, Theorem 5.4.4)

$$
\begin{align*}
\Omega^{P}= & \Omega^{0}+\sum_{n>1}(-1)^{n} \\
& \times \int_{0<s_{1}<\cdots<s_{n}<1 / 2} \cdots \int d s_{1} \cdots d s_{n} \Omega_{n}^{P}\left(i s_{1}, \ldots, i s_{n}\right) \tag{3}
\end{align*}
$$

In general, $\Omega^{P}$ will not be normalized; in fact it can easily be seen for finite systems that $-\log \left\|\Omega^{P}\right\|^{2}$ is the correction to the free energy due to the perturbation $P$. The aim of this section is to prove a simple expansion for $\left\|\Omega^{P}\right\|^{2}$.

Lemma 2.1: For $n \geqslant 2$, let
$f \in \mathscr{L}^{1}\left(\left\{\left(x_{1}, \ldots, x_{n-1}\right) \mid 0 \leqslant x_{1} \leqslant \cdots \leqslant x_{n-1} \leqslant 1\right\}, d x_{1} \cdots d x_{n-1}\right)$
then

$$
\begin{aligned}
A \equiv & \int_{0<s_{1}<\cdots<s_{n}<1} \cdots \int d s_{1} \cdots d s_{n} f\left(s_{1}, \ldots, s_{n-1}\right) \\
= & \int_{0<v_{1}<\cdots<v_{n}<1 / 2} \cdots \int d v_{1} \cdots d v_{n} f\left(v_{2}-v_{1}, \ldots, v_{n}-v_{1}\right) \\
& +\sum_{k=1}^{n-1} \int_{0<u_{1}<\cdots<u_{k}<1 / 2} \cdots \int d u_{1} \cdots d u_{k} \\
& \times \int_{0<v_{1}<\cdots<v_{n-k}<1 / 2} d v_{1} \cdots d v_{n-k} \\
& \times f\left(u_{k}-u_{k-1}, \ldots, u_{k}-u_{1}, u_{k}+v_{1}, \cdots, u_{k}+v_{n-k}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0<u_{1}<\cdots<u_{n}<1 / 2} \cdots \int d u_{1} \cdots d u_{n} \\
& \times f\left(u_{n}-u_{n-1}, \ldots, u_{n}-u_{1}\right) \\
\equiv & \sum_{k=0}^{n} B_{k}
\end{aligned}
$$

Proof: Define the following subsets of $\mathbf{R}^{\boldsymbol{n}-1}$ :

$$
\begin{align*}
\Lambda^{0}= & \left\{\left(s_{1}, \ldots, s_{n-1}\right) \left\lvert\, \frac{1}{2} \leqslant s_{1} \leqslant \cdots \leqslant s_{n-1} \leqslant 1\right.\right\},  \tag{4}\\
\Lambda^{n}= & \left\{\left(s_{1}, \ldots, s_{n-1}\right) \left\lvert\, 0 \leqslant s_{1} \leqslant \cdots \leqslant s_{n-1} \leqslant \frac{1}{2}\right.,\right.  \tag{5}\\
\Lambda^{\prime}= & \left\{\left(s_{1}, \ldots, s_{n-1}\right) \left\lvert\, 0 \leqslant s_{1} \leqslant \cdots \leqslant s_{l} \leqslant \frac{1}{2} \leqslant s_{l+1} \leqslant \cdots \leqslant s_{n-1} \leqslant 1\right.\right\}, \\
& \text { for } 1 \leqslant l \leqslant n-1 . \tag{6}
\end{align*}
$$

By an obvious substitution we get
$B_{0}=\int_{\Lambda^{n}} \cdots \int d s_{1} \cdots d s_{n-1}\left(\frac{1}{2}-s_{n-1}\right) f\left(s_{1}, \ldots, s_{n-1}\right)$,
$B_{n}=\int_{\Lambda^{n}} \cdots \int d s_{1} \cdots d s_{n-1}\left(\frac{1}{2}-s_{n-1}\right) f\left(s_{1}, \ldots, s_{n-1}\right)$,
and for $1 \leqslant k \leqslant n-1$,

$$
\begin{align*}
B_{k}= & \int_{M^{k}} \cdots \int d s_{1} \cdots d s_{n-1}\left(\min \left(\frac{1}{2}, s_{k}\right)\right. \\
& \left.-\max \left(s_{n-1}-\frac{1}{2}, s_{k-1}\right)\right) f\left(s_{1}, \ldots, s_{n-1}\right) \tag{9}
\end{align*}
$$

where

$$
\begin{aligned}
M^{k}= & \left\{\left(s_{1}, \ldots, s_{n-1}\right) \left\lvert\, 0 \leqslant s_{1} \leqslant \cdots \leqslant s_{k-1} \leqslant \frac{1}{2}\right.,\right. \\
& \left.s_{k-1} \leqslant s_{k} \leqslant \cdots \leqslant s_{n-1} \leqslant 1\right\},
\end{aligned}
$$

and with the convention that $s_{0}=0$. Clearly all the $\boldsymbol{M}^{k}$ can be decomposed as unions of domains of the type $\Lambda^{\prime}$. Therefore

$$
\begin{aligned}
\sum_{k=0}^{n} B_{k}= & \sum_{l=0}^{n} \int_{\Lambda^{\prime}} \cdots \int d s_{1} \cdots d s_{n-1} I_{l}\left(s_{1}, \ldots, s_{n-1}\right) \\
& \times f\left(s_{1}, \ldots, s_{n-1}\right)
\end{aligned}
$$

where $I_{l}\left(s_{1}, \ldots, s_{n-1}\right)$ is a bounded non-negative measurable function on $\Lambda^{\prime}$ independent of $f$. On the other hand,
$A=\sum_{l=0}^{n} \int_{\Lambda^{\prime}} \cdots \int d s_{1} \cdots d s_{n-1}\left(1-s_{n-1}\right) f\left(s_{1}, \ldots, s_{n-1}\right) ;$
hence the proof will be finished if we show that

$$
\begin{equation*}
I_{l}\left(s_{1}, \ldots, s_{n-1}\right)=1-s_{n-1}, \quad \text { for all } l=0, \ldots, n . \tag{10}
\end{equation*}
$$

We will now prove (10) $l$ by $l$. From the expressions (4)-(9) it is clear that, for a given $l$, the only contributions to $I_{l}$ come from $B_{k}$ with $k \leqslant l+1$. From (7) it is obvious that $k=0$ contributes only to $l=n$. From (8) and (9) it can also be seen that for $0 \leqslant l \leqslant n-1$ all $B_{k}$ with $1 \leqslant k \leqslant l+1$ contribute to $I_{1}$.

We first treat the case $l=0$ which by the remarks made above consists of the single term $k=1$. On $M^{1} \cap \Lambda^{0}$ one has

$$
I_{0}=\min \left(\frac{1}{2}, s_{1}\right)-\max \left(s_{n-1}-\frac{1}{2}, s_{0}\right)=1-s_{n-1} .
$$

Now fix $l, 1 \leqslant l \leqslant n-1$, and define for $0 \leqslant j \leqslant l$ (still with the convention $s_{0}=0$ )

$$
\Lambda^{\prime j}=\left\{\left(s_{1}, \ldots, s_{n-1}\right) \in \Lambda^{\prime} \left\lvert\, s_{j} \leqslant s_{n-1}-\frac{1}{2} \leqslant s_{j+1}\right.\right\},
$$

then we have to consider contributions to $I_{l}$ from $M^{k}$, $1 \leqslant k \leqslant l+1$. With $\left\{M^{k} \cap \Lambda^{l j} \mid 0 \leqslant j \leqslant k-1\right\}$ being a partition of $M^{k} \cap \Lambda^{\prime}$, we have on $M^{k} \cap \Lambda^{l j}$,
$\min \left(\frac{1}{2}, s_{k}\right)-\max \left(s_{n-1}-\frac{1}{2}, s_{k-1}\right)$

$$
= \begin{cases}s_{k}-s_{k-1}, & \text { if } k \leqslant l \text { and } j \leqslant k-2,  \tag{11}\\ s_{k}-s_{n-1}+\frac{1}{2}, & \text { if } k \leqslant l \text { and } j=k-1, \\ \frac{1}{2}-s_{k-1}, & \text { if } k=l+1 \text { and } j \leqslant k-2, \\ 1-s_{n-1}, & \text { if } k=l+1 \text { and } j=k-1 .\end{cases}
$$

Hence for $0 \leqslant j \leqslant l$,

$$
\begin{aligned}
I_{l_{\Lambda^{\prime j}}=}= & \sum_{k=j+1}^{l+1}\left(\min \left(\frac{1}{2}, s_{k}\right)\right. \\
& \left.-\max \left(s_{n-1}-\frac{1}{2}, s_{k-1}\right)\right)\left.\right|_{M^{k} \cap \Lambda^{\prime j}}
\end{aligned}
$$

which by (11)-(14) can be computed as follows: (i) for $j=l k$ only takes the value $l+1$ and by (14)

$$
\left.I\right|_{\Lambda^{\prime \prime}}=1-s_{n-1} ;
$$

(ii) for $0 \leqslant j \leqslant l-1$ we have to consider the cases $k=j+1$, $j+2 \leqslant k \leqslant l, k=l+1$ which lead by (11), (12), and (13) to

$$
\begin{align*}
\left.I_{l}\right|_{\Lambda^{\prime j}}= & \left(s_{j+1}-s_{n-1}+\frac{1}{2}\right) \\
& +\sum_{k=j+2}^{l}\left(s_{k}-s_{k-1}\right)+\left(\frac{1}{2}-s_{l}\right) \\
= & 1-s_{n-1} . \tag{15}
\end{align*}
$$

Finally for $l=n$ an analogous computation as in (15) can be made; however, the last term $\frac{1}{2}-s_{l}$ (with $l=n$ ) is absent, but on the other hand there is an additional term arising from $B_{0}$ which precisely equals $\frac{1}{2}-s_{n-1}$. So

$$
I_{l}\left(s_{1}, \ldots, s_{n-1}\right)=1-s_{n-1}, \quad \text { for all } 0 \leqslant l \leqslant n .
$$

We will now apply Lemma 2.1 to compute $\left\|\Omega^{P}\right\|^{2}$, where $\Omega^{P}$ is the cyclic vector of a perturbed equilibrium state. Using the notation introduced in (1), the functions

$$
\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{\prime \prime} \mapsto\left\langle\Omega_{k}^{P}\left(\bar{z}_{k}, \ldots, \bar{z}_{1}\right) \mid \Omega_{n-k}^{P}\left(z_{k+1}, \ldots, z_{n}\right)\right\rangle
$$

for $0 \leqslant k \leqslant n$, are analytic on

$$
\begin{aligned}
& -\frac{1}{2}<\operatorname{Im} z_{1}<\cdots<\operatorname{Im} z_{k}<0, \\
& 0 \leqslant \operatorname{Im} z_{k+1}<\cdots<\operatorname{Im} z_{n}<\frac{1}{2} .
\end{aligned}
$$

Furthermore for $z_{j} \in \mathbb{R}, j=1, \ldots, n$, we have by time translation invariance

$$
\begin{aligned}
& \left\langle\Omega_{k}^{P}\left(z_{k}, \ldots, z_{k}\right) \mid \Omega_{n-k}^{P}\left(z_{k+1}, \ldots, z_{n}\right)\right\rangle \\
& \quad=\left\langle\Omega^{0} \mid \alpha_{\alpha_{1}}^{0}(P) \cdots \alpha_{z_{k}}^{0}(P) \boldsymbol{\alpha}_{k_{k+1}}^{0}(P) \cdots \alpha_{z_{n}}^{0}(P) \Omega^{0}\right\rangle \\
& \quad=\left\langle\Omega^{0} \mid P \alpha_{z_{2}-z_{1}}^{0}(P) \cdots \alpha_{z_{n}-z_{1}}^{0}(P) \Omega^{0}\right\rangle .
\end{aligned}
$$

Therefore by the edge of the wedge theorem ${ }^{6}$ all these analytic functions have a common analytic extension to the domain

$$
-\frac{1}{2}<\operatorname{Im} z_{1}<\cdots<\operatorname{Im} z_{n}<\frac{1}{2}
$$

and

$$
\begin{equation*}
G^{n}\left(u_{1}, \ldots, u_{n-1}\right) \equiv\left\langle\Omega^{0} \mid \Omega_{n}^{P}\left(0, i u_{1}, \ldots, i u_{n-1}\right)\right\rangle \tag{16}
\end{equation*}
$$

has an analytic extension to $0<\operatorname{Re} u_{1}<\cdots<\operatorname{Re} u_{n-1}<1$, which is continuous and bounded on the closure of this domain and satisfies by (2),

$$
\begin{equation*}
\left|G^{n}\left(u_{1}, \ldots, u_{n-1}\right)\right| \leqslant\|P\|^{n} . \tag{17}
\end{equation*}
$$

Proposition 2.2: Using the notations (3) and (16) one has

$$
\begin{align*}
\left\|\Omega^{P}\right\|^{2}= & 1+\sum_{n>1}(-1)^{n} \int_{0<u_{1}<\cdots<u_{n}<1} \cdots \int d u_{1} \cdots d u_{n} \\
& \times G^{n}\left(u_{1}, \ldots, u_{n-1}\right) . \tag{18}
\end{align*}
$$

Proof:

$$
\begin{aligned}
\left\|\Omega^{P}\right\|^{2}= & 1+\sum_{n>1}(-1)^{n} \sum_{k=0}^{n} \int_{0<s_{1}<\cdots<s_{k}<1 / 2} \cdots \int d s_{1} \cdots d s_{k} \\
& \times \int_{0<t_{1}<\cdots<t_{n-k} \leqslant 1 / 2} d t_{1} \cdots d t_{n-k} \\
& \times G^{n}\left(s_{k}-s_{k-1}, \ldots, s_{k}-s_{1}, s_{k}+t_{1}, \ldots, s_{k}+t_{n-k}\right),
\end{aligned}
$$

and the series is absolutely convergent by (17). For $n \geqslant 2$ we can now apply Lemma 2.1 to each order, the case $n=1$ being trivial.

The explicit temperature dependence can be introduced by scaling appropriately the time parameter; an explicit expansion parameter $\mu$ can also be introduced by replacing $P$ by $\mu P$. By doing so (18) becomes

$$
\begin{align*}
\left\|\Omega_{\beta}^{P}\right\|^{2}= & 1+\sum_{n>1}(-\mu)^{n} \int_{0<u_{1}<\cdots<u_{n}<\beta} \cdots \int d u_{1} \cdots d u_{n} \\
& \times G_{\beta}^{n}\left(u_{1}, \ldots, u_{n-1}\right), \tag{19}
\end{align*}
$$

where
$G_{\beta}^{n}\left(u_{1}, \ldots, u_{n-1}\right), \quad 0<\operatorname{Re} u_{1}<\cdots<\operatorname{Re} u_{n-1}<\beta$,
is the analytic extension of

$$
\left\langle\Omega_{\beta}^{0} \mid P \alpha_{i u_{1}}^{0}(P) \cdots \alpha_{i u_{n-1}}^{0}(P) \Omega_{\beta}^{0}\right\rangle
$$

Proposition 2.2 will be used to approach the ground state as a limit of temperature states for $\beta \rightarrow \infty$. If the functions $G_{\beta}^{n}\left(u_{1}, \ldots, u_{n-1}\right)$ are suitable, formula (19) can be interpreted as the grand-canonical partition function of a onedimensional classical system of size $\beta$ and so the low temperature limit of the quantum system corresponds to an infinite volume limit of an associated classical system. Not all quantum systems will allow for such an interpretation; indeed a minimal requirement is that the $G_{\beta}^{n}$ should be positive. We will now explicitly carry out this program for the spin-boson model.

## III. A CLASSICAL PARTICLE MODELFOR THE GROUND STATE OF THE SPIN-BOSON MODEL

We first introduce the spin-boson model that describes a two-level system interacting with a scalar Bose field. The formal Hamiltonian $H$ is given by ${ }^{9,10}$
$H=\int_{\mathbb{R}} d k \epsilon(k) a_{k}^{*} a_{k}+\int_{\mathbb{R}} d k \lambda(k)\left(a_{k}+a_{k}^{*}\right) \sigma^{z}+\mu \sigma^{x}$,
where $a_{k}, a_{k}^{*}$ are boson annihilation and creation operators and ( $\sigma^{x}, \sigma^{y}, \sigma^{z}$ ) are the Pauli spin matrices. The parameters $\mu, \epsilon, \lambda$ will be assumed to satisfy the following properties: $\mu \in \mathbb{R} ; \epsilon: \mathbb{R} \rightarrow \mathbb{R}^{+}$is piecewise continuous and $\forall c>0$ and $\forall \beta>0$,

$$
\begin{equation*}
\int_{|k|>c} d k \frac{1}{e^{\beta \epsilon}-1}<\infty ; \tag{22}
\end{equation*}
$$

$\lambda: \mathbb{R} \rightarrow \mathbb{R}$ is measurable and satisfies

$$
\int_{\mathbf{R}} d k \lambda^{2}<\infty \quad \text { and } \quad \int_{\mathbb{R}} d k \frac{\lambda^{2}}{\epsilon}<\infty
$$

The $W^{*}$-dynamical system ( $\mathscr{M}, \Omega_{\beta}^{0}, \alpha_{t}^{0}$ ) corresponding to the unperturbed Hamiltonian ( $\mu=0$ ) will be defined on the Gel'fand-Naimark-Segal (GNS) representation of a state $\omega_{\beta}$ on an appropriate $C^{*}$ algebra. For more details on this contruction and for a proof of the uniqueness of the equilibrium state we refer to Ref. 9.

We consider the $C^{*}$ algebra $\mathscr{A} \otimes M_{2}$, where $M_{2}$ are the complex $2 \times 2$ matrices and where $\mathscr{A}$ is the canonical commutation relation (CCR) algebra generated by the Weyl operators

$$
\left\{W(\phi) \mid \phi \in \mathscr{L}^{2}(\mathbb{R},(1+1 / \epsilon) d k)\right\}
$$

satisfying

$$
\begin{align*}
& W(\phi) W(\psi)=\exp -i \sigma(\phi, \psi) W(\phi+\psi) \\
& W(\phi)^{*}=W(-\phi), \quad \sigma(\phi, \psi)=\operatorname{Im}\langle\phi \mid \psi\rangle \tag{23}
\end{align*}
$$

where

$$
\langle\phi \mid \psi\rangle=\int_{\mathbb{R}} d k \bar{\phi} \psi .
$$

Writing the algebra $\mathscr{A} \otimes M_{2}$ as $M_{2}(\mathscr{A})$ we represent in the basis of $\mathbb{C}^{2}$ that diagonalizes $\sigma^{z}$ the equilibrium state $\omega_{\beta}^{0}$ as

$$
\omega_{\beta}^{0}=\frac{1}{2}\left(\begin{array}{cc}
\omega_{\beta,+} & 0  \tag{24}\\
0 & \omega_{\beta,-}
\end{array}\right)
$$

where $\omega_{\beta, \pm}$ are quasifree states of $\mathscr{A}$ given by

$$
\begin{align*}
\omega_{\beta, \pm} & (W(\phi)) \\
& =\exp \left\{ \pm i \operatorname{Im}\langle 2 i \lambda / \epsilon \mid \phi\rangle-\frac{1}{2}\langle\phi \mid \operatorname{coth}(\beta \epsilon / 2) \phi\rangle\right\} . \tag{25}
\end{align*}
$$

In the GNS representation of $\left(M_{2}(\mathscr{A}), \omega_{\beta}^{0}\right)$ we can identify $M_{2}(\mathscr{A})$ with its representation because $M_{2}(\mathscr{A})$ is simple. Then $\mathscr{M}$ is $M_{2}(\mathscr{A})^{\prime \prime}$ and

$$
\omega_{\beta}^{0}(x)=\left\langle\Omega_{\beta}^{0} \mid x \Omega_{\beta}^{0}\right\rangle, \quad x \in M_{2}(\mathscr{A})
$$

Finally, setting $\sigma^{ \pm}=\frac{1}{2}\left(\sigma^{x} \pm i \sigma^{y}\right)$, the unperturbed dynamics $\left\{\alpha_{t}^{0} \mid t \in \mathbb{R}\right\}$ is a strongly continuous group of automorphisms of $\mathscr{M}$ determined by the following relations:

$$
\begin{align*}
& \alpha_{t}^{0}\left(\sigma^{ \pm}\right)=\sigma^{ \pm} W\left( \pm(2 i \lambda / \epsilon)\left(1-e^{i t \epsilon}\right)\right),  \tag{26}\\
& \alpha_{t}^{0}\left(\sigma^{2}\right)=\sigma^{z},  \tag{27}\\
& \alpha_{t}^{0}(W(\phi))=\exp \left\{i \sigma^{z} \operatorname{Im}\left\langle 2 i \lambda / \epsilon \mid\left(1-e^{i t \epsilon}\right) \phi\right\rangle\right\} W\left(e^{i \epsilon} \phi\right) \tag{28}
\end{align*}
$$

It can be checked that $\Omega_{\beta}^{0}$ is a cyclic and separating vector for $\mathscr{M}$ and that $\left\{\alpha_{t}^{0} \mid t \in \mathbf{R}\right\}$ is the modular automorphism group corresponding to $\Omega_{\beta}^{0}$. We will now apply the perturbation theory for equilibrium states of Sec. II for a perturbation $P=\mu \sigma^{x}$.

Proposition 3.1: The functions $G_{\beta}^{n}$ defined in (16) and (20) are given by
$G_{\beta}^{n}\left(u_{1}, \ldots, u_{n-1}\right)=0, \quad$ if $n$ is odd,
$G_{\beta}^{2 n}\left(u_{1}, \ldots, u_{2 n-1}\right)=\exp B_{\beta}^{2 n}\left(0, u_{1}, \ldots, u_{2 n-1}\right), \quad n=1,2, \ldots$, where for $0 \leqslant s_{1} \leqslant \cdots \leqslant s_{2 n} \leqslant \beta$,

$$
\begin{aligned}
& B_{\beta}^{2 n}\left(s_{1}, \ldots, s_{2 n}\right) \\
&= 8 \int_{\mathbf{R}} d k \frac{\lambda^{2}}{\epsilon^{2}} \sum_{1<j_{1}<j_{2}<2 n}(-1)^{j_{1}+j_{2}} \\
& \times \frac{\sinh \left(\left(\beta-s_{j_{2}}+s_{j_{1}}\right)(\epsilon / 2)\right) \sinh \left(\left(s_{j_{2}}-s_{j_{1}}\right)(\epsilon / 2)\right)}{\sinh (\beta \epsilon / 2)}
\end{aligned}
$$

Proof: We start by computing

$$
\omega_{\beta}^{0}\left(\alpha_{t_{1}}^{0}\left(\sigma^{x}\right) \cdots \alpha_{t_{n}}^{0}\left(\sigma^{x}\right)\right) \equiv F^{n}\left(t_{1}, \ldots, t_{n}\right)
$$

and then obtain $G_{\beta}^{n}$ by analytic extension and application of time translation invariance.

We first note that $\omega_{\beta}^{0}$ is diagonal in the basis of $\mathbb{C}^{2}$ which diagonalizes $\sigma^{2}$; furthermore the automorphism

$$
y \rightarrow \sigma^{2} y \sigma^{2}
$$

of $\mathscr{M}$ commutes with $\left\{\alpha_{t}^{0} \mid t \in \mathbf{R}\right\}$ and maps $\sigma^{x}$ into $-\sigma^{x}$; therefore $F^{n}$ vanishes for $n$ odd.

We must now compute $F^{2 n}$. As $\sigma^{x}=\sigma^{+}+\sigma^{-}$, we obtain by (26) that

$$
\begin{aligned}
\alpha_{i_{1}}^{0}\left(\sigma^{x}\right) \cdots \alpha_{t_{2 n}}^{0}\left(\sigma^{x}\right)= & \sigma^{+} \sigma^{-} \prod_{j=1}^{n}\left\{W\left(\frac{2 i \lambda}{\epsilon}\left(1-e^{i t_{2 j-1} \epsilon}\right)\right) W\left(\frac{-2 i \lambda}{\epsilon}\left(1-e^{i t_{2 j} \epsilon}\right)\right)\right\} \\
& +\sigma^{-} \sigma^{+} \prod_{j=1}^{n}\left\{W\left(\frac{-2 i \lambda}{\epsilon}\left(1-e^{i i_{2 j-1} \epsilon}\right)\right) W\left(\frac{2 i \lambda}{\epsilon}\left(1-e^{i t_{2, \epsilon}}\right)\right)\right\}
\end{aligned}
$$

Observe now that $\omega_{\beta}^{0}$ is invariant under the automorphism

$$
y \otimes W(\phi) \rightarrow e^{i \pi \sigma^{x}} y e^{i \pi \sigma^{x}} \otimes W(-\phi), \quad y \in M_{2}
$$

of $\mathscr{M}$. Hence

$$
\begin{align*}
F^{2 n}\left(t_{1}, \ldots, t_{2 n}\right) & =\omega_{\beta,+}\left(\prod_{j=1}^{n}\left\{W\left(\frac{2 i \lambda}{\epsilon}\left(1-e^{i t_{2 j-1} \epsilon}\right)\right) W\left(\frac{-2 i \lambda}{\epsilon}\left(1-e^{i t_{2} \epsilon}\right)\right)\right\}\right) \\
& =\omega_{\beta,+}\left(\prod_{j=1}^{n}\left\{\exp i \operatorname{Im}\left(\left.\frac{2 \lambda}{\epsilon}\left(1-e^{i t_{2 j-1} \epsilon \epsilon}\right) \right\rvert\, \frac{2 \lambda}{\epsilon}\left(1-e^{i i_{2} \epsilon}\right)\right) W\left(\frac{2 i \lambda}{\epsilon}\left(e^{i t_{2 j} \epsilon}-e^{i t_{2 j-1} \epsilon}\right)\right)\right\}\right)=\exp A^{2 n}\left(t_{1}, \ldots, t_{2 n}\right) \tag{30}
\end{align*}
$$

where by (23) and (25),

$$
\begin{aligned}
& A^{2 n}\left(t_{1}, \ldots, t_{2 n}\right)=i \sum_{j=1}^{n} \operatorname{Im}\left\langle\left.\frac{2 \lambda}{\epsilon}\left(1-e^{i t_{j}-1 \epsilon}\right) \right\rvert\, \frac{2 \lambda}{\epsilon}\left(1-e^{i t_{2}, \epsilon}\right)\right\rangle \\
& -i \sum_{1\left\langle j_{1}<j_{i}<n\right.} \operatorname{Im}\left\langle\left.\frac{2 i \lambda}{\epsilon}\left(e^{i_{2} j_{j} \epsilon}-e^{i_{2 j_{i}}-1 \epsilon}\right) \right\rvert\, \frac{2 i \lambda}{\epsilon}\left(e^{i_{2 j_{j}} \epsilon}-e^{i_{2 j_{2}-1} \epsilon}\right)\right\rangle+i \sum_{j=1}^{n} \operatorname{Im}\left\langle\frac{2 \lambda}{\epsilon} \left\lvert\, \frac{2 \lambda}{\epsilon}\left(e^{i i_{2} \epsilon}-e^{i_{2}-1 \epsilon}\right)\right.\right\rangle \\
& -\frac{1}{2} \sum_{j_{1}=1}^{n} \sum_{j_{2}=1}^{n}\left\langle\frac{2 \lambda}{\epsilon}\left(e^{i_{2 / 2} \epsilon}-e^{i_{2 z_{2}-1}-\epsilon}\right) \left\lvert\, \operatorname{coth}\left(\frac{\beta \epsilon}{2}\right) \frac{2 \lambda}{\epsilon}\left(e^{i_{21} \epsilon}-e^{i_{2 \lambda_{1}-1} \epsilon}\right)\right.\right\rangle \\
& =-4 \int d k \frac{\lambda^{2}}{\epsilon^{2}}\left[n \operatorname{coth}\left(\frac{\beta \epsilon}{2}\right)+\sum_{1 \delta_{1}<j_{2}<2 n}(-1)^{j_{1}+j_{2}}\left\{i \sin \left(\left(t_{j_{2}}-t_{j_{1}}\right) \epsilon\right)+\operatorname{coth}\left(\frac{\beta \epsilon}{2}\right) \cos \left(\left(t_{j_{2}}-t_{j_{1}}\right) \epsilon\right)\right\}\right] .
\end{aligned}
$$

By the conditions (22) the function

$$
\left(t_{1}, \ldots, t_{2 n}\right) \mapsto A^{2 n}\left(t_{1}, \ldots, t_{2 n}\right)
$$

can be analytically extended to the domain

$$
\left\{\left(z_{1}, \ldots, z_{2 n}\right) \mid 0<\operatorname{Im} z_{1}<\cdots<\operatorname{Im} z_{2 n}<\beta\right\}
$$

and for $t_{j}=i s_{j}, j=1, \ldots, 2 n$,

$$
\begin{align*}
& A^{2 n}\left(i s_{1}, \ldots, i s_{2 n}\right) \\
& = \\
& =8 \int d k \frac{\lambda^{2}}{\epsilon^{2}} \sum_{1 j_{i} i_{i_{2}}<2 n}(-1)^{j_{1}+j_{2}}  \tag{31}\\
& \\
& \quad \times \frac{\sinh \left(\left(\beta+s_{j_{1}}-s_{j_{2}}\right)(\epsilon / 2)\right) \sinh \left(\left(s_{f_{2}}-s_{j_{1}}\right)(\epsilon / 2)\right)}{\sinh (\beta \epsilon / 2)} .
\end{align*}
$$

In order to get $G_{\beta}^{2 n}$ we use time translation invariance and put in (30) $s_{1}=0, s_{j+1}=u_{j}, j=1, \ldots, 2 n-1$.

Propositions 2.2 and 3.1 show already that $\left\|\Omega_{\beta}^{P}\right\|^{2}$ can be interpreted as the grand canonical partition function at fugacity $|\mu|$ of a continuous one-dimensional classical system of size $\beta$ at inverse temperature 1 and with Hamiltonian

$$
\begin{align*}
H_{\beta}^{2 n-1} & \left(u_{1}, \ldots, u_{2 n-1}\right) \\
& =\sum_{j=1}^{2 n-1}(-1)^{j} V_{\beta}\left(u_{j}\right) \\
& \quad-\sum_{1<j_{1}<j_{2}<2 n-1}(-1)^{j_{1}+j_{2}} V_{\beta}\left(u_{j_{2}}-u_{j_{1}}\right), \tag{32}
\end{align*}
$$

where

$$
\begin{equation*}
V_{\beta}(u)=8 \int_{\mathbf{R}} d k \frac{\lambda^{2}}{\epsilon^{2}} \frac{\sinh ((\beta-u)(\epsilon / 2)) \sinh (u \epsilon / 2)}{\sinh (\beta \epsilon / 2)} . \tag{33}
\end{equation*}
$$

It is possible to translate this classical "particle" model to an Ising model on $\mathbb{R}$. Such a model was obtained in Ref. 4 by a path integral representation of the partition function of the full spin-boson model.

## IV. THE ISING MODEL OVER R

The configuration space $\Omega_{L}$ of a continuous Ising model on the interval $[0, L)$ is the space of all functions

$$
x \in[0, M) \rightarrow S(x) \in\{-1,1\}
$$

that are continuous from the right and take the value 1 at $x=0$. The a priori measure on this space is determined by the jump process with transition time $1 / \delta$. The jump process is a Markov process defined by the transition probability

$$
P(S(x)=1 \mid S(0)=1)=\frac{1}{2}\left(1+\epsilon^{-\delta x}\right) .
$$

On the configuration space of the Ising model this process
induces up to normalization a unique measure $v_{n}$ on the configurations with exactly $n$ jumps at the points $0<u_{1}<\cdots<u_{n}<L$,

$$
\begin{equation*}
v_{n}\left(d u_{1} \cdots d u_{n}\right)=\delta^{n} d u_{1} \cdots d u_{n} \tag{34}
\end{equation*}
$$

We will now consider Hamiltonians of the following type:

$$
\begin{equation*}
H_{L}(S)=\int_{0}^{L} d s \int_{0}^{L} d t U_{L}(t-s) S(s) S(t) \tag{35}
\end{equation*}
$$

and compute their partition function at inverse temperature 1

$$
\begin{equation*}
Z\left(L, U_{L}\right)=\int_{\Omega_{L}^{+}} v(d S) e^{-H_{L}(S)}, \tag{36}
\end{equation*}
$$

where $\Omega_{L}^{+}$is the space of configurations consisting of the paths with an even number of jumps and where $v$ is the (unnormalized) measure equal to $v_{2 n}$ on the paths with exactly $n$ jumps. We establish now the connection between such models and the classical models described in Sec. III.

Proposition 4.1: Let $t \in[-L, L] \rightarrow G_{L}(t) \in \mathbb{R}$ be twice continuously differentiable such that

$$
\begin{aligned}
& G_{L}(t)=G_{L}(-t), \\
& G_{L}(L-t)=G_{L}(t), \quad t \in[0, L], \\
& G_{L}(0)=0,
\end{aligned}
$$

then

$$
\begin{align*}
& Z\left(L, G_{L}^{\prime \prime}\right) \\
& =\sum_{n=0}^{\infty} \delta^{2 n} \int_{0<u_{1}<\cdots<u_{2 n} \leq L} \cdots \int d u_{1} \cdots d u_{2 n} \\
& \quad \times \exp \left\{-8 \sum_{1<j_{1}<j_{2}<2 n}(-1)^{j_{1}+j_{2}} G_{L}\left(u_{j_{2}}-u_{j_{1}}\right)\right\} . \tag{37}
\end{align*}
$$

Proof: By (33)-(35) we have

$$
\begin{aligned}
Z\left(L, G_{L}^{\prime \prime}\right)= & \sum_{n=0}^{\infty} \delta^{2 n} \int_{0<u_{<}<\cdots<u_{2 n}<L} \cdots \int d u_{1} \cdots d u_{2 n} \\
& \times \exp -H_{L}\left(S_{u}\right),
\end{aligned}
$$

where $u=\left(u_{1}, \ldots, u_{2 n}\right)$ and where $S_{u}$ is the configuration

$$
\begin{aligned}
S_{u}(x) & =-1, \quad u_{2 k-1} \leqslant x<u_{2 k}, \quad k=1, \ldots, n, \\
& =+1, \quad \text { elsewhere. }
\end{aligned}
$$

We now compute $H_{L}\left(S_{u}\right)$ taking into account the convention $u_{0}=0$ and $u_{2 n+1}=L$. Let $I_{j}, 0 \leqslant j \leqslant 2 n$ be the interval [ $u_{2 j}, u_{2 j+1}$ ) and let $\chi_{I_{j}}$ be the characteristic function of $I_{j}$, then

$$
S_{u}=\sum_{j=0}^{2 n}(-1)^{j} \chi_{I_{j}},
$$

and so

$$
\begin{aligned}
& H_{L}\left(S_{u}\right)=\int_{0}^{L} d s \int_{0}^{L} d t G_{L}^{\prime \prime}(t-s) \sum_{j_{1}=0}^{2 n} \sum_{j_{2}=0}^{2 n}(-1)^{j_{1}+j_{2}} \chi_{L_{i}}(s) \chi_{L_{i}}(t) \\
& =\sum_{j_{1}=0}^{2 n} \sum_{j_{2}=0}^{2 n}(-1)^{j_{1}+j_{2}}\left\{-G_{L}\left(u_{j_{2}+1}-u_{j_{1}+1}\right)+G_{L}\left(u_{j_{2}+1}-u_{j_{1}}\right)+G_{L}\left(u_{j_{2}}-u_{j_{1}+1}\right)-G_{L}\left(u_{j_{2}}-u_{j_{1}}\right)\right\} \\
& =-4 \sum_{j_{1}=1}^{2 n} \sum_{j_{2}=1}^{2 n}(-1)^{j_{1}+j_{2}} \boldsymbol{G}_{L}\left(u_{j_{2}}-u_{j_{1}}\right)+\sum_{j=1}^{2 n+1}(-1)^{j} \boldsymbol{G}_{L}\left(L-u_{j}\right)+\sum_{j=1}^{2 n}(-1)^{j} \boldsymbol{G}_{L}\left(L-u_{j}\right) \\
& +\sum_{j=0}^{2 n}(-1)^{j} G_{L}\left(L-u_{j}\right)-\sum_{j=1}^{2 n}(-1)^{j} G_{L}\left(u_{j}\right)-\sum_{j=1}^{2 n+1}(-1)^{j} G_{L}\left(u_{j}\right) \\
& +\sum_{j=1}^{2 n}(-1)^{j} G_{L}\left(L-u_{j}\right)-\sum_{j=1}^{2 n}(-1)^{j} G_{L}\left(u_{j}\right)-\sum_{j=1}^{2 n+1}(-1)^{j} G_{L}\left(u_{j}\right) \\
& +\sum_{j=1}^{2 n}(-1)^{j} G_{L}\left(L-u_{j}\right)-\sum_{j=0}^{2 n}(-1)^{j} G_{L}\left(u_{j}\right)-\sum_{j=1}^{2 n}(-1)^{j} G_{L}\left(u_{j}\right) \\
& =-8 \sum_{1<_{i}<j_{2}<2 n}(-1)^{j_{1}+j_{2}} G_{L}\left(u_{j_{2}}-u_{j_{1}}\right),
\end{aligned}
$$

where we have used the symmetry properties of $G_{L}$.
The symmetry properties of $G_{L}$ are satisfied by the choice

$$
G_{\beta}(t)=\frac{1}{8} V_{\beta}(|t|), \quad t \in[-\beta, \beta] .
$$

The KMS property of the equilibrium state $\omega_{\beta}^{0}$ of the original unperturbed spin-boson model ensures that $G_{\beta}$ satisfies

$$
G_{\beta}(\beta-t)=G_{\beta}(t), \quad t \in[0, \beta] .
$$

It is now clear by Proposition 4.1 that the classical model of Sec. III is equivalent to a continuous Ising model of size $[0, \beta]$ with interaction potential

$$
\begin{aligned}
U_{\beta}(t) & =\frac{1}{8} \frac{d^{2}}{d t^{2}} V_{\beta}(t) \\
& =-\frac{1}{2} \int_{\mathbb{R}} d k \lambda^{2}\left\{\frac{e^{-\epsilon t}+e^{-\epsilon(\beta-t)}}{1-e^{-\beta \epsilon}}\right\}
\end{aligned}
$$

and with $\delta=\mu$.
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Using the zeta function method, a general formula for the regularized chiral Jacobian to theories including non-Hermitian Dirac operators $\mathscr{D}$ defined in arbitrary even-dimensional Euclidean space is derived. The agreement of this formula with the results obtained in the differential geometric approach is also clarified.

## I. INTRODUCTION

Since Fujikawa made an important observation that the path integral measure is not invariant under chiral transformation, ${ }^{1}$ it has been clear that the associated Jacobian factor is responsible for the anomalous term in the corresponding Ward-Takahashi identities in the quantum field theory of the path integral formalism. Meanwhile, the importance of a suitable choice of the regularization scheme was also noticed by many authors. One of the regularization methods that proved to be useful is the $\zeta$-function method ${ }^{2,3}$ based on techniques developed by Seeley from his definition of the complex power of pseudodifferential operators, ${ }^{4}$ and examples in some special cases and low dimensions have been worked out in Refs. 5 and 6.

In this paper, by using the $\zeta$-function method described in Refs. 2 and 3, the derivation of an explicit formula for the chiral Jacobian in arbitrary even-dimensional Euclidean space-time is made, and the emphasis of the discussion is laid on the coincidence between this formula and the results of anomalies in the differential geometric approach (see, for example, Refs. 7-9).

The Dirac operator $\mathscr{D}$ considered in the generating function for the fermion including $\gamma_{2 n+1}$ coupling defined in $2 n$-dimensional Euclidean space is

$$
\begin{align*}
\mathscr{D} & =i\left(\mathscr{D}+\mathscr{V}+A \gamma_{2 n+1}\right) \\
& =i \gamma_{\mu}\left(\partial_{\mu}+V_{\mu}+A_{\mu} \gamma_{2 n+1}\right) \tag{1.1}
\end{align*}
$$

with Clifford algebra $\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu}$, and $\gamma_{2 n+1}$ $=i^{n} \gamma_{1} \cdots \gamma_{2 n}$, where the anti-Hermitian background fields $V_{\mu}$ or $A_{\mu}$ take the value in the Lie algebra of some gauge group. Under an infinitesimal chiral transformation $\Omega=1+\beta \gamma_{2 n+1}$ specified by $\beta(x)$, which also may be Lie algebra valued, the chiral Jacobian, which we derived in this paper, can be expressed as

[^15]\[

$$
\begin{align*}
-\log J= & \frac{2}{(4 \pi)^{n} n!} \int d^{2 n} x \\
& \times \operatorname{tr}\left\{\beta \gamma_{2 n+1} \sum_{m=0}^{n} B(m+1, n+1)\right. \\
& \left.\times\left[\frac{1}{(2 m)!} \frac{\partial^{2 m}}{\partial u^{2 m}} \sum_{l_{1}+l_{2}=m+n} Q^{l_{1}} Q^{l_{2}}\right]_{u=0}\right\}, \tag{1.2}
\end{align*}
$$
\]

where

$$
\begin{align*}
Q_{ \pm} & =F_{\mu \nu}^{\nu} \sigma_{\mu \nu} \pm F_{\mu \nu}^{A} \sigma_{\mu \nu}+2 u A \gamma_{2 n+1}  \tag{1.3}\\
F_{\mu \nu}^{v} & =\partial_{\mu} v_{v}-\partial_{\nu} V_{\mu}+\left[V_{\mu}, V_{\nu}\right]+\left[A_{\mu}, A_{\nu}\right]  \tag{1.4a}\\
F_{\mu \nu}^{A} & =\partial_{\mu} A_{v}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, V_{\nu}\right]+\left[V_{\mu}, A_{\nu}\right] \tag{1.4b}
\end{align*}
$$

and
$B(m+1, n+1)=m!n!/(m+n+1)!, \quad \sigma_{\mu \nu}=\frac{1}{4}\left[\gamma_{\mu}, \gamma_{\nu}\right]$.

In Sec. II, the $\xi$-function regularization scheme for evaluating the chiral Jacobian is briefly reviewed. In Sec. III, some simplification is made for Seeley's formula of kernel $K_{0}(x, x)$ in the case of the Dirac operator. Section IV is the detail derivation of the formula (1.2). The applications and discussions of this formula are made in Sec. $V$.

## II. THE $\zeta$-FUNCTION METHOD

According to the description in Refs. 2 and 3 and the results of Seeley, ${ }^{4}$ let $A$ be an elliptic invertible operator of order $m>0$, defined on some compact manifold $M$ without boundary of dimension $d$; then the complex power of operator $A$ is defined as

$$
\begin{equation*}
A^{s}=\frac{1}{2 \pi i} \int_{\Gamma} \lambda^{s}(\lambda I-A)^{-1} d \lambda \tag{2.1}
\end{equation*}
$$

where $\Gamma$ is a curve beginning at $\infty$, passing along the ray of minimal growth ${ }^{10}$ to a small circle about the origin, then clockwise about the circle, and back to $\infty$ along the ray. The generalized $\zeta$ function formed from the eigenvalues $\lambda_{j}$ of $A$ is $\zeta(s, A)=\Sigma_{j} \lambda_{j}^{-s}$. Denoting $K(x, y, O)$ as the kernel of operator $O$, one can write

$$
\begin{equation*}
\zeta(s, A)=\int_{M} d \mu_{x} \operatorname{tr} K_{-s}(x, x, A) \tag{2.2}
\end{equation*}
$$

with $K_{s}(x, x, A)=K\left(x, x, A^{s}\right) \cdot{ }^{3}$ Seeley's results show that the series $\Sigma_{j} \lambda_{j}{ }^{-s}$ converges only for $\operatorname{Re} s>d / m$, and can be analytically extended to a meromorphic function of $s$ in the whole complex plane; in particular, it is regular at $s=0 .{ }^{4}$ Since the derivation of the $\zeta$ function at $s=0$ is formally equal to $-\Sigma_{j} \log \lambda_{j}$, one defines the regularized determinant of the operator to be $\left.\exp (-d \zeta / d s)\right|_{s=0}$. In the application of this method to the path integral approach of fermions in the presence of background fields, the generating function is regularized from the beginning,

$$
\begin{align*}
Z_{\text {reg }} & =\int D \bar{\psi} D \psi \exp \left(-\int d x \bar{\psi} \mathscr{D} \psi\right) \\
& =\operatorname{det} \mathscr{D} \equiv \exp \left\{-\frac{d \zeta(s, \mathscr{D})}{d s}\right\}_{s=0} . \tag{2.3}
\end{align*}
$$

If the Dirac operator $\mathscr{D}$ is invertible, this yields a natural definition for Jacobian $J$ associated with a fermion transformation $\psi=\Omega \psi^{\prime}, \bar{\psi}=\bar{\psi}^{\prime} \Omega$,

$$
\begin{equation*}
J^{-1}=\operatorname{det}(\Omega \mathscr{D} \Omega) / \operatorname{det} \mathscr{D} \tag{2.4}
\end{equation*}
$$

In the case of the infinitesimal chiral transformation $\Omega=1+\beta \gamma_{d+1}$, one can apply the differentiability result of the $\zeta$ function ${ }^{3}$ and obtain

$$
\begin{equation*}
\log J=-2\left\{\frac{d}{d s}\left[s \operatorname{Tr}\left(\mathscr{D}^{-s} \gamma_{d+1} \beta\right)\right]\right\}_{s=0} \tag{2.5}
\end{equation*}
$$

This yields

$$
\begin{equation*}
J=\exp \left\{-2 \int_{S^{d}} d \mu \operatorname{tr}\left(\gamma_{d+1} \beta K_{0}(x, x, \mathscr{D})\right)\right\} \tag{2.6}
\end{equation*}
$$

Thus we can evaluate the chiral Jacobian by use of Seeley's formula for $K_{0}(x, x, \mathscr{D}),{ }^{4}$

$$
\begin{equation*}
K_{0}(x, x \mathscr{D})=\frac{-i}{(2 \pi)^{d}} \int_{|\xi|=1} d \xi \int_{0}^{\infty} b_{-1-d}(x, \xi, i u) d u \tag{2.7}
\end{equation*}
$$

and the relation of Seeley's coefficients $b_{i}$ 's becomes
$b_{-1}\left(a_{1}-\lambda\right)=I$,
$b_{-1-1}\left(a_{1}-\lambda\right)+\sum_{(\alpha)=0}^{l-1}\left(\partial_{\xi}\right)^{\alpha} b_{-l+|\alpha|} \frac{\left(D_{x}\right)^{\alpha} a_{0}}{\alpha!}$

$$
=0 \quad(l>0)
$$

Here $\sigma(\mathscr{D})=a_{0}+a_{1}$ is the symbol of the Dirac operator, $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ is a multi-index, $|\alpha|=\Sigma_{\mu=1}^{d} \alpha_{\mu}$ is of the order of $\alpha$,

$$
\begin{equation*}
\left(\partial_{\xi}\right)^{\alpha}=\prod_{\mu=1}^{d}\left(\frac{\partial}{\partial \xi_{\mu}}\right)^{\alpha_{\mu}}, \quad D_{x}^{\alpha}=\prod_{\mu=1}^{d}\left(\frac{-i \partial}{\partial x_{\mu}}\right)^{\alpha_{\mu}} \tag{2.9}
\end{equation*}
$$

For noninvertible Dirac operator $\mathscr{D}$, one introduces the definition

$$
\operatorname{det}^{\prime} \mathscr{D}=\lim _{\alpha \rightarrow 0^{+}} \operatorname{det}(\mathscr{D}+\alpha I) / \alpha^{N}
$$

It has been proved that $\operatorname{det}^{\prime} \mathscr{D}=\operatorname{det}\left(\mathscr{D}+P_{\text {ker }}\right)$, where $N$ is the dimension of the null set of $\mathscr{D}, P_{\text {ker }}$ is the projection onto the null set of $\mathscr{D}$, and a similar treatment to that of the invertible leads to formula (2.6). ${ }^{11}$

## III. THE KERNEL OF DIRAC OPERATOR $K(x, x, \mathscr{D})$

The direct evaluation of the chiral Jacobian based on the relations of Seeley's coefficients (2.8) appears rather complicated and tedious when the dimension of the manifold $M$ is more than 2. But, in the case of the Dirac operator, the principle symbol $a_{1}=\boldsymbol{\xi}$ is independent of $x$, the relation of $b$ 's (2.8) can be greatly simplified.

Proposition: If the symbol of the Dirac operator defined in a $D$-dimensional manifold $M$ without boundary is $\sigma(\mathscr{D})=a_{1}+a_{0}$, in which $a_{1}=-\xi, a_{0}=a_{0}(x)$, then

$$
\begin{align*}
& b_{-1}=(-\xi-\lambda I)^{-1}  \tag{3.1}\\
& b_{-1-1}=\left\{\left[-b_{-1}\left(-b_{x}+a_{0}\right)\right]^{\prime} b_{-1}\right\}^{(0)} \tag{3.2}
\end{align*}
$$

where $D_{x}=\gamma_{\mu}\left(-i \partial / \partial x_{\mu}\right) ;\left\{F\left(D_{x}\right)\right\}^{(i)}$ denotes only the terms in $F\left(D_{x}\right)$ with homogeneous degree $i$ in $D_{x}$ being preserved.

One obtains (3.1) from the first relation of (2.8). In order to prove (3.2) satisfies the second relation of (2.8), one should notice the following derivative property of $b_{-1}$ :

$$
\begin{align*}
& \frac{\partial}{\partial \xi_{\mu}} b_{-1}=b_{-1} \gamma_{\mu} b_{-1}  \tag{3.3}\\
& \left(b_{-1} D_{x}\right)^{i} b_{-1} a_{0}=\sum_{|\alpha|=i} \partial_{\xi}^{\alpha} b_{-1} \frac{D_{x}^{\alpha} a_{0}}{\alpha!} \quad(i \geqslant 0)  \tag{3.4}\\
& \left\{\left[b_{-1}\left(-b_{x}+a_{0}\right)\right]^{j} b_{-1}\right\}^{(i)} a_{0} \\
& \quad=\sum_{|\alpha|=i} \partial_{\xi}^{\alpha}\left\{\left[-b_{-1}\left(-b_{x}+a_{0}\right)\right]^{j-|\alpha|} b_{-1}\right\}^{(0)} \frac{D_{x}^{\alpha} a_{0}}{\alpha!} \\
& \quad(j>0, \quad j>i \geqslant 0) \tag{3.5}
\end{align*}
$$

Hence

$$
\begin{align*}
b_{-1-1} & =\left\{\left[-b_{-1}\left(-b_{x}+a_{0}\right)\right]^{l} b_{-1}\right\}^{(0)} \\
& =-\sum_{i=0}^{\prime-1}\left\{\left[-b_{-1}\left(-b_{x}+a_{0}\right)\right]^{l-1} b_{-1}\right\}^{(i)} a_{0} b_{-1} \tag{3.6}
\end{align*}
$$

with the aid of (3.5), one can write

$$
\begin{align*}
b_{-1-}( & (-\xi-\lambda I) \\
= & -\sum_{|\alpha|=0}^{l-1} \partial_{\xi}^{\alpha}\left\{\left[-b_{-1}\right.\right. \\
& \left.\left.\times\left(-D_{x}+a_{0}\right)\right]^{l-|\alpha|-1} b_{-1}\right\}^{(0)} \frac{D_{x}^{\alpha} a_{0}}{\alpha!} \\
= & -\sum_{|\alpha|=0}^{l-1} \partial_{\xi}^{\alpha} b_{-l+|\alpha|} \frac{D_{x}^{\alpha} a_{0}}{\alpha!} \tag{3.7}
\end{align*}
$$

this is just the second relation in (2.8).
Using expression (3.2), Seeley's formula for $K_{0}(x, x, \mathscr{D})$ in (2.7) can be written as

$$
\begin{align*}
K_{0}(x, x, \mathscr{D})= & \frac{-i}{(2 \pi)^{d}} \int_{|\xi|=1} d \xi \\
& \times \int_{0}^{\infty}\left[-b_{-1}\left(-D_{x}+a_{0}\right)\right]^{d} b_{-1} d u \tag{3.8}
\end{align*}
$$

with $b_{-1}=(-t-i u)^{-1}$. We thus come to the following theorem.

Theorem: If the symbol of a Dirac operator defined in the $d$-dimensional manifold without boundary is $\sigma(\mathscr{D})$ $=-\xi+a_{0}(x)$, then the kernel $K_{0}(x, x, \mathscr{D})$ can be expressed as

$$
\begin{align*}
K_{0}(x, x, \mathscr{D})= & -\frac{i}{(2 \pi)^{d} d!}\left[\frac{\partial^{d}}{\partial \eta^{d}} \int_{|\xi|=1} d \xi\right. \\
& \left.\times \int_{0}^{\infty} d u\left(-\xi-i u-D_{x}^{\prime}+a_{0}^{\prime}\right)^{-1}\right]_{\eta=0} \tag{3.9}
\end{align*}
$$

in which $D_{x}^{\prime}=\eta D_{x}, a_{0}^{\prime}=\eta a_{0}, \eta$ is a real parameter.

## IV. THE EVALUATION OF THE CHIRAL JACOBIAN

In the case of the Dirac operator as shown in (1.1), we compactify $\mathbb{R}^{2 n}$ to $S^{2 n}$ by stereographic projection. Denoting $L=-D_{x}+a_{0}=i V+i A \gamma_{2 n+1}, L^{\prime}=\eta L$, one can write

$$
\begin{align*}
&\left(-\xi+L^{\prime}-i u\right)^{-1} \\
&=\left(-\xi+L^{\prime \dagger}+i u\right)\left[\left(-\xi+L^{\prime}-i u\right)\right. \\
&\left.\times\left(-\xi+L^{\prime \dagger}+i u\right)\right]^{-1} \\
&=\left(-\xi+L^{\prime+}+i u\right)\left(\xi^{2}+u^{2}-R\right)^{-1} \\
&=\left(-\xi+L^{\prime \dagger}+i u\right) \sum_{l=0}^{\infty}\left(\xi^{2}+u^{2}\right)^{-(l+1)} R^{l} \tag{4.1}
\end{align*}
$$

in which $R=R(x, \xi, u, \eta)$ is defined as

$$
\begin{align*}
R(x, \xi, u, \eta)= & -L^{\prime} L^{\prime \dagger}+i u\left(L^{\prime \dagger}-L^{\prime}\right)+\left(\xi L^{\prime \dagger}+L^{\prime} \xi\right) \\
= & \eta^{2}\left(F_{\mu \nu}^{V}-F_{\mu \nu}^{A} \gamma_{2 n+1}\right) \sigma_{\mu \nu} \\
& +2 u \eta A \gamma_{2 n+1}+2 \eta \xi_{\mu} L_{\mu}^{\dagger}+R_{c} . \tag{4.2}
\end{align*}
$$

Here $R_{c}$ is the terms with $\gamma^{\prime}$ s contracted and $F_{\mu \nu}^{V}, F_{\mu v}^{A}$, and $\sigma_{\mu \nu}$ are shown in (1.4) and (1.5). The kernel $K_{0}(x, x, \mathscr{D})$ shown in (3.9) can be written as

$$
K_{0}(x, x, \mathscr{D})=\sum_{i=1}^{3} K_{o}^{(i)}(x, x, \mathscr{D})
$$

with

$$
\begin{align*}
K_{0}^{(i)}(x, x, \mathscr{D})= & \frac{-i}{(2 \pi)^{2 n}} \int_{|\xi|=1} d \xi \\
& \times \int_{0}^{\infty} d u b_{-1-2 n}^{(i)}(x, \xi, i u), \tag{4.3}
\end{align*}
$$

$$
\begin{align*}
& b_{-1}^{(1)}-2 n \\
&=\{x, \xi, i u) \\
&\left\{\frac{1}{(2 n)!} \frac{\partial^{2 n}}{\partial \eta^{2 n}}\right.  \tag{4.4a}\\
&\left.\times\left[\sum_{m=0}^{n} i u\left(\xi^{2}+u^{2}\right)^{-(n+m+1)} R^{n+m}\right]\right\}_{\eta=0}, \\
& b_{-1}^{(2)}-2 n(4.4 \mathrm{a}) \\
&=\left\{\frac{1}{(2 n)!} \frac{\partial^{2 n}}{\partial \eta^{2 n}}, i u\right)  \tag{4.4b}\\
&\left.\times\left[\sum_{m=0}^{n} L^{\prime \dagger}\left(\xi^{2}+u^{2}\right)^{-(n+m+1)} R^{n+m}\right]\right\}_{\eta=0}, \\
& b_{-1}^{(3)}- 2 n(x, \xi, i u) \\
&=\left\{\frac{1}{(2 n)!} \frac{\partial^{2 n}}{\partial \eta^{2 n}}\right.  \tag{4.4c}\\
&\left.\times\left[\sum_{m=0}^{n}(-\xi)\left(\xi^{2}+u^{2}\right)-(n+m+1) R^{n+m}\right]\right\}_{\eta=0},
\end{align*}
$$

other terms related with the expansion of (4.1) vanished under $\left.\left(\partial^{2 n} / \partial \eta^{2 n}\right)\right|_{\eta=0}$.

Now, in evaluating the chiral Jacobian as shown in (2.6), further simplification can be made under the combination of $\operatorname{tr} \beta \gamma_{2 n+1}{ }^{(*)}$, the $\xi$ integral, and $\left.\left(\partial^{2 n} / \partial \eta^{2 n}\right)\right|_{\eta=0}$. If we denote $b_{c}^{(i)}$ as the terms in $b_{-1-2 n}$ that have no contribution under this combined operation, we can write (4.4a), (4.4b), and (4.4c) as

$$
\begin{align*}
b_{-1-2 n}^{(1)}(x, \xi, i u)= & \sum_{m=0}^{n} \frac{i u^{2 m+1}}{\left(\xi^{2}+u^{2}\right)^{n+m+1}} \\
& \times\left[\frac{1}{(2 m)!} \frac{\partial^{2 m}}{\partial u^{2 m}} Q_{-}^{n+m}\right]_{u=0}+b_{c}^{(1)} \tag{4.5a}
\end{align*}
$$

$$
\begin{align*}
b_{-}^{(2)}-2 n & (x, \xi, i u) \\
= & \sum_{m=0}^{n} \frac{u^{2 m+1}}{\left(\xi^{2}+u^{2}\right)^{n+m+1}} \\
& \times\left[\frac{1}{(2 m+1)!} \frac{\partial^{2 m}}{\partial u^{2 m+1}} L^{\dagger} Q_{-}^{n+m}\right]_{u=0}+b_{c}^{(2)}, \tag{4.5b}
\end{align*}
$$

$$
\begin{align*}
b_{-1}^{(3)}-2 n & (x, \xi, i u) \\
= & \sum_{m=0}^{n} \frac{u^{2 m+1}\left(-2 \xi_{\mu}\right)}{\left(\xi^{2}+u^{2}\right)^{n+m+1}}\left[\frac{1}{(2 m+1)!} \frac{\partial^{2 m}}{\partial u^{2 m+1}}\right. \\
& \left.\times \sum_{l_{1}+l_{2}=m+n} Q_{+}^{l_{1}} L^{\dagger} Q^{l_{2}}\right]_{u=0}+b_{c}^{(3)}, \tag{4.5c}
\end{align*}
$$

in which
where $Q_{ \pm}$is shown in (1.3). In deriving these expressions, we have noticed the following two facts: (a) upon using the properties of Dirac $\gamma$ matrices, the terms survived under $\left.\operatorname{tr} \beta \gamma_{2 m+1}{ }^{( }{ }^{*}\right)$ must be of the form $\operatorname{tr} \beta \gamma_{2 n+1}\left(\gamma_{\mu_{1}} \cdots \gamma_{\mu_{2 n}}\right)$ with $\mu_{1} \neq \mu_{2} \neq \cdots \neq \mu_{2 n}$; (b) upon using the symmetric property of integration, all the terms without power of $\xi_{\mu}$ can be discarded. For example, in deriving (4.5a), the terms with one or more factor of $\xi_{\mu} L_{\mu}$ of $R_{c}$ in the expansion of $R^{n+m}$ do not contribute to $\operatorname{tr} \dot{\beta} \gamma_{2 n+1} K_{0}^{(1)}(x, x, \mathscr{D})$. So $\xi_{\mu} L_{\mu}$ and $R_{c}$ in the expression of $R$ in (4.2) can be deleted and $R(x, \xi, i u, \eta=1)=Q_{-}(x, u)+\cdots$. Now, the terms with factor $\eta^{2 n}$ in the expansion of $R^{n+m}$ are accompanied with a factor $u^{2 m}$, thus we can make the replacement of $\left.\left[\partial^{2 n} /(2 n)!\partial \eta^{2 n}\right]\right|_{\eta=0}$ with $\left.\left[\partial^{2 m} /(2 m)!\partial u^{2 m}\right]\right|_{u=0}$ as shown in (4.5a). In deriving (4.5b), $\xi_{\mu} L_{\mu}$ and $R_{c}$ in $R$ can also be deleted, the terms with the factor $\eta^{2 n}$ in the expansion of $L^{\dagger} R^{n+m}$ are now accompanied with $u^{2 m+1}$. From (4.4c) to (4.5c), we first collect the terms with an even power of $\xi_{\mu}$ in the expansion of $-\boldsymbol{\xi}(R)^{n+m}$ that contribute to $\operatorname{tr} \beta \gamma_{2 n+1} K_{0}^{(3)}$ as

$$
\begin{align*}
& \sum_{l_{1}+l_{2}=m+n}(-\xi) \bar{R}^{l_{1}\left(2 \xi_{\mu} L_{\mu}^{\prime \dagger}\right) R^{l_{3}}} \\
& \quad=\sum_{l_{1}+l_{2}=m+n}\left(-2 \xi_{\mu}^{2}\right) \bar{R}^{l_{1}} L^{\prime \dagger} R^{l_{2}} \tag{4.6}
\end{align*}
$$

where

$$
\begin{aligned}
\widetilde{R}(x, \xi, i u, \eta)= & \eta^{2}\left(F_{\mu \nu}^{\nu}+F_{\mu \nu}^{A} \gamma_{2 n+1}\right) \sigma_{\mu \nu} \\
& +2 u \eta A \gamma_{2 n+1}+\cdots
\end{aligned}
$$

and

$$
\bar{R}(\eta=1)=Q_{+}+\cdots
$$

then make a similar replacement as above, and we come to the result of (4.5c).

After integrating over $\xi$ and $u$, the nonvanishing part of $K_{0}^{(i)}(x, x, \mathscr{D})$ under $\operatorname{tr} \beta \gamma_{2 n+1}{ }^{(*)}$ becomes, respectively,

$$
\begin{align*}
& \frac{1}{(4 \pi)^{n} n!} \sum_{m=0}^{\infty} B(m+1, n+1)(m+n+1) \\
& \quad \times\left[\frac{1}{(2 m)!} \frac{\partial^{2 m}}{\partial u^{2 m}} Q_{-}^{n+m}(u)\right]_{u=0},  \tag{4.7a}\\
& \frac{-i}{(4 \pi)^{n} n!} \sum_{m=0}^{\infty} B(m+1, n+1)(m+n+1) \\
& \quad \times\left[\frac{1}{(2 m+1)!} \frac{\partial^{2 m+1}}{\partial u^{2 m+1}} L^{\dagger} Q_{-}^{n+m}(u)\right]_{u=0},  \tag{4.7b}\\
& \frac{i}{(4 \pi)^{n} n!} \sum_{m=0}^{\infty} B(m+1, n+1) \\
& \quad \times\left[\frac{1}{(2 m+1)!} \frac{\partial^{2 m+1}}{\partial u^{2 m+1}}\right. \\
& \quad \times \sum_{l_{1}+l_{2}=m+n} Q_{+}^{\left.l_{+}(u) L^{\dagger} Q^{l_{2}}(u)\right]_{u=0} .} \tag{4.7c}
\end{align*}
$$

On the other hand, in the sense of neglecting the terms with $\gamma$ matrices contracted, one can easily check

$$
\begin{align*}
i d Q_{-}= & Q_{+}\left(i \boldsymbol{V}-i A \gamma_{2 n+1}\right) \\
& -\left(i \boldsymbol{V}-i A \gamma_{2 n+1}\right) Q_{-}+i u\left(Q_{+}-Q_{-}\right)+\cdots ; \tag{4.8}
\end{align*}
$$

this leads to

$$
\begin{align*}
L^{\dagger} Q^{\prime}= & Q_{+}^{l}\left(i V-i A \gamma_{2 n+1}\right) \\
& +i u\left(Q_{+}^{\prime}-Q_{-}^{\prime}\right)+\cdots \tag{4.9}
\end{align*}
$$

With the aid of the above relation, the summation over (4.7a), (4.7b), and (4.7c) can be simplified, the final result of $\operatorname{tr} \beta \gamma_{2 n+1} K_{0}(x, x, \mathscr{D})$ can be written as

$$
\begin{align*}
\operatorname{tr} \beta \gamma_{2 n+1} & K_{0}(x, x, \mathscr{D}) \\
= & -\frac{1}{(4 \pi)^{n} n!} \operatorname{tr}\left\{\beta \gamma_{2 n+1} \sum_{m=0}^{n} B(m+1, n+1)\right. \\
& \times\left[\frac{1}{(2 m)!} \frac{\partial^{2 m}}{\partial u^{2 m}}\right. \\
& \times \sum_{t_{1}+t_{2}=m+n} Q_{+}^{\left.\left.\prime_{1}(u) Q_{-}^{t_{2}}(u)\right]_{u=0}\right\}} \tag{4.10}
\end{align*}
$$

We thus derive the general expression of the chiral Jacobian as shown in (1.2).

## V. APPLICATIONS AND DISCUSSIONS

(1) An example. In practical applications, the formula (1.2) appears rather convenient. As an exmaple, one can easily obtain the Bardeen anomaly ${ }^{12}$ in four-dimensional Euclidean space with the Dirac operator shown in (1.1) as

$$
\begin{align*}
-\log J= & \frac{1}{(4 \pi)^{2}} \int d^{4} x \\
& \times \operatorname{tr}\left\{\beta \epsilon_{\mu \nu \rho \sigma}\left[\left(F_{\mu \nu}^{V} F_{\rho \sigma}^{V}+\frac{1}{3} F_{\mu \nu}^{A} F_{\rho \sigma}^{A}\right)\right]\right. \\
& -\frac{8}{3}\left(F_{\mu \nu}^{V} A_{\rho} A_{\sigma}+A_{\mu} F_{\nu \rho}^{V} A_{\sigma}+A_{\mu} A_{v} F_{\rho \sigma}^{V}\right) \\
& \left.\left.+\frac{32}{3} A_{\mu} A_{v} A_{\rho} A_{\sigma}\right]\right\} \tag{5.1}
\end{align*}
$$

Here $\left(F_{\mu \nu}^{V} F_{\rho \sigma}^{V}+\frac{1}{3} F_{\mu \nu}^{A} F_{\rho \sigma}^{A}\right)$ is simply read out from the terms in $\operatorname{tr} \beta \gamma_{5} B(1,3)\left(Q_{+}^{2}+Q_{+} Q_{-}+Q_{-}^{2}\right)$ with factor $u^{0},-\frac{8}{3}\left(F_{\mu \nu}^{\nu} A_{\rho} A_{\sigma}+A_{\mu} F_{\nu \rho}^{V} A_{\sigma}+A_{\mu} A_{v} F_{\rho \sigma}^{V}\right)$ is read out from the terms in $\operatorname{tr}\left\{\beta \gamma_{5} B(2,3)\left(Q^{3}+Q^{2} Q_{-}+Q_{+} Q^{2}\right.\right.$ $\left.\left.+Q^{3}-\right)\right\}$ with factor $u^{2}$, while $\frac{32}{3} A_{\mu} A_{\nu} A_{\rho} A_{\sigma}$ is from the terms in $\operatorname{tr}\left\{\beta \gamma_{5} B(3,3)\left(Q^{4}+Q^{3} Q_{-}+Q^{2} Q^{2}\right.\right.$ $\left.\left.+Q_{+} Q_{-}^{3}+Q_{-}^{4}\right)\right\}$ with factor $u^{4}$.
(2) The case of $A=0$. In this case, the Dirac operator $\mathscr{D}=i \neq i \boldsymbol{V}$ is Hermitian, and $Q_{ \pm}=F_{\mu \nu}^{V}$ is independent of $z$, and the formula (1.2) yields

$$
\begin{align*}
-\log J= & \frac{2}{(4 \pi)^{n}(n+1)!} \int d^{2 n} x \\
& \times \operatorname{tr}\left\{\beta(x) \epsilon_{\mu_{1} v_{1} \cdots \mu_{n} v_{n}} F_{\mu_{1} v_{1}} \cdots F_{\mu_{n} v_{n}}\right\} \tag{5.2}
\end{align*}
$$

this result coincides with that based on Fujikawa's regularization scheme. ${ }^{1}$
(3) The case of chiral gauge coupling. The Dirac operator in the case of chiral gauge coupling is

$$
\begin{equation*}
\mathscr{D}=i \not A^{\prime}+i A^{(+)} \frac{1}{2}\left(1+\gamma_{2 n+1}\right) . \tag{5.3}
\end{equation*}
$$

Since $A_{\mu}=V_{\mu}=\frac{1}{2} A_{\mu}^{(+)}, Q_{ \pm}$becomes

$$
\begin{gather*}
Q_{ \pm}=F_{\mu \nu}^{(+)} \sigma_{\mu \nu} \hat{P}_{ \pm}+u A^{(+)} \gamma_{2 n+1} \\
 \tag{5.4}\\
{\left[\hat{P}_{ \pm}=\frac{1}{2}\left(1+\gamma_{2 n+1}\right)\right]}
\end{gather*}
$$

where

$$
F_{\mu \nu}^{(+)}=\partial_{\mu} A_{\nu}^{(+)}-\partial_{\nu} A_{\mu}^{(+)}+\left[A_{\mu}^{(+)}, A_{\nu}^{(+)}\right] .
$$

In the sense of preserving terms with $2 n \gamma$ matrices, we can replace

$$
\sum_{l_{1}+l_{2}=m+n} Q_{+}^{l_{1}} Q^{l_{2}}
$$

by $\left(1-Q_{+}\right)^{-1}(1-Q)^{-1}$. By using the formulas of chiral expansions ${ }^{13}$

$$
\begin{align*}
& \left(1-F_{\mu \nu} \sigma_{\mu \nu} \hat{P}_{+}+A \gamma_{2 n+1}\right)^{-1} \\
& =\hat{P}_{-}+(1-A)\left(1-F_{\mu \nu} \sigma_{\mu \nu}+A A\right)^{-1} A \hat{P}_{-} \\
& \quad+(1-A)\left(1-F_{\mu \nu} \sigma_{\mu \nu}+A A\right)^{-1} \hat{P}_{+}  \tag{5.5a}\\
& \left(1-F_{\mu \nu} \sigma_{\mu \nu} \hat{P}_{-}+A \gamma_{2 n+1}\right)^{-1} \\
& =\hat{P}_{+}+\widehat{P}_{+} A\left(1-F_{\mu \nu} \sigma_{\mu \nu}+A A\right)^{-1}(1-A) \\
& \quad+\hat{P}_{-}\left(1-F_{\mu \nu} \sigma_{\mu \nu}+A A\right)^{-1}(1-A) \tag{5.5b}
\end{align*}
$$

we can expand $\left(1-Q_{+}\right)^{-1}\left(1-Q_{-}\right)^{-1}$ as

$$
\begin{align*}
\left(1-Q_{+}\right)^{-1}\left(1-Q_{-}\right)^{-1}= & \left(1-F_{\mu \nu}^{(+)} \sigma_{\mu \nu}+u^{2} A^{(+)} A^{(+)}\right)^{-1} \\
& -u^{2} A^{(+)}\left(1-F_{\mu \nu}^{(+)} \sigma_{\mu \nu}+u^{2} A^{(+)} A^{(+)}\right)^{-1} A^{(+)}\left(1-F_{\mu \nu}^{(+)} \sigma_{\mu \nu}+u^{2} A^{(+)} A^{(+)}\right)^{-1} \\
& -u^{2}\left(1-F_{\mu \nu}^{(+)} \sigma_{\mu \nu}+u^{2} A^{(+)} A^{(+)}\right)^{-1} A^{(+)}\left(1-F_{\mu \nu}^{(+)} \sigma_{\mu \nu}+u^{2} A^{(+)} A^{(+1)}\right)^{-1} A^{(+)} \\
& +\left(\text {terms with odd number of } \gamma^{\prime} \mathrm{s}\right) . \tag{5.6}
\end{align*}
$$

Thus $\operatorname{tr} \beta \gamma_{2 n+1}(\cdots)$ in (4.10) becomes

$$
\begin{align*}
& \operatorname{tr}\left\{\beta \gamma _ { 2 n + 1 } \sum _ { m = 0 } ^ { n } B ( m + 1 , n + 1 ) \frac { 1 } { ( 2 m ) ! } \frac { \partial ^ { 2 m } } { \partial u ^ { 2 m } } \left[\left(F_{\mu \nu}^{(+)} \sigma_{\mu \nu}-u^{2} A^{(+)} A^{(+)}\right)^{n}\right.\right. \\
& \quad-u^{2} \sum_{l=0}^{n-1} A^{(+)}\left(F_{\mu \nu}^{(+)} \sigma_{\mu \nu}-u^{2} A^{(+)} A^{(+)}\right)^{\prime} A^{(+)}\left(F_{\mu \nu}^{(+)} \sigma_{\mu \nu}-u^{2} A^{(+)} A^{(+)}\right)^{n-t-1} \\
& - \\
& \left.\left.-u^{2} \sum_{l=0}^{n-1}\left(F_{\mu \nu}^{(+)} \sigma_{\mu \nu}-u^{2} A^{(+)} A^{(+)}\right)^{l} A^{(+)}\left(F_{\mu \nu}^{(+)} \sigma_{\mu \nu}-u^{2} A^{(+)} A^{(+)}\right)^{n-l-1} A^{\prime}\right]\right\}_{u=0} \\
& =  \tag{5.7}\\
& =\operatorname{tr}\left\{\beta \gamma _ { 2 n + 1 } \int _ { 0 } ^ { 1 } d t \left[\left(t \widetilde{F}_{\mu \nu}^{(+)} \sigma_{\mu \nu}\right)^{n}-t(1-t) \sum_{I=0}^{n-1} A^{(+)}\left(t \widetilde{F}_{\mu \nu}^{(+)} \sigma_{\mu \nu}\right)^{l} A^{(+)}\left(t \widetilde{F}_{\mu \nu}^{(+)} \sigma_{\mu \nu}\right)^{n-l-1}\right.\right. \\
& \left.\left.\quad-t(1-t) \sum_{l=0}^{n-1}\left(t \widetilde{F}_{\mu \nu}^{(+)} \sigma_{\mu \nu}\right)^{l} A^{(+)}\left(t \widetilde{F}_{\mu \nu} \sigma_{\mu \nu}\right)^{n-t-1} A^{(+)}\right]\right\},
\end{align*}
$$

where the integral expression for the beta function,

$$
B(m+1, n+1)=\int_{0}^{1} t^{n}(1-t)^{m} d t
$$

is used and $\tilde{F}_{\mu_{\nu}}^{(+)}$is defined as

$$
\begin{equation*}
\widetilde{F}_{\mu \nu}^{(+)}=F_{\mu \nu}^{(+)}-(1-t)\left[A_{\mu}^{(+)}, A_{\nu}^{(+)}\right] . \tag{5.8}
\end{equation*}
$$

Now, with the aid of the notation of the exterior differential form $A=A_{\mu} d x^{\mu}, F=\frac{1}{2} F_{\mu \nu} d x^{\mu} \wedge d x^{\nu}, A_{t}=t A, F_{t}=d A_{t}$ $+A_{t}^{2}$, we can express the chiral Jacobian in the case of gauge coupling as

$$
\begin{align*}
-\log J= & 2 \frac{1}{(2 \pi i)^{n} \cdot n!} \operatorname{Tr} \int_{0}^{1} d t\left\{\beta \left(F_{t}^{(+) n}\right.\right. \\
& \left.\left.-n t(1-t)\left[A^{(+)}, P\left(A^{(+)}, F_{t}^{(+) n-1}\right)\right]\right)\right\} \tag{5.9}
\end{align*}
$$

or in more compact form ${ }^{7}$

$$
\begin{align*}
-\log J= & 2 \frac{1}{(2 \pi i)^{n}(n-1)!} \int_{0}^{1} d t(1-t) \\
& \times \operatorname{Tr}\left[\beta d p\left(A^{(+)}, F_{t}^{(+) n-1}\right)\right], \tag{5.10}
\end{align*}
$$

in which $P\left(\Lambda_{1}, \ldots, \Lambda_{n}\right)$ is a symmetrized product.
(4) Gauge anomalies. The $\zeta$-function regularization scheme can also be applied to derive the gauge anomaly. Rewrite the Dirac operator in gauge coupling as $\mathscr{D}=\left(i \boldsymbol{D}+i A^{(+)}\right) \widehat{P}_{+}+i \boldsymbol{D}_{-} \hat{P}_{-}$under gauge transformation $A^{(+)} \rightarrow g_{+}^{-1}\left(A^{(+)}+d\right) g_{+}, \quad g_{+}=\exp v_{+}(x), \quad$ the Dirac transforms as $\mathscr{D} \rightarrow \mathscr{D}(g)=\mathscr{D}+\delta \mathscr{D}$ with $\delta \mathscr{D}=\left[\mathscr{D} \hat{P}_{+}, v_{+}\right]$. Here $v_{+}(x)$ is an infinitesimal quantity related to some gauge group $G^{(+)}$. In the path integral formalism, the Jacobian factor is related to the following equality:

$$
\begin{equation*}
\operatorname{det} \mathscr{D}=J \operatorname{det} \mathscr{D}(g) \tag{5.11}
\end{equation*}
$$

Within the $\zeta$-function regularization scheme, we can express $\log J$ as

$$
\begin{equation*}
\log J=\zeta^{\prime}(0, \mathscr{D}(g))-\zeta^{\prime}(0, \mathscr{D}) \tag{5.12}
\end{equation*}
$$

By applying the $\zeta$-function differentiability results, ${ }^{3}$ we have

$$
\begin{align*}
\log J= & -\frac{d}{d s}\left[s \operatorname{Tr}\left(\mathscr{D}^{-s-1} \delta \mathscr{D}\right)\right]_{s=0} \\
= & -\frac{d}{d s}\left[s \operatorname{Tr}\left(v_{+} \hat{P}_{+} \mathscr{D}^{-s}\right)\right. \\
& \left.-s \operatorname{Tr}\left(v_{+} \hat{P}_{-} \mathscr{D}^{-s}\right)\right]_{s=0} \\
= & -\frac{d}{d s}\left[s \operatorname{Tr}\left(v_{+} \gamma_{2 n+1} \mathscr{D}^{-s}\right)\right]_{s=0} \tag{5.13}
\end{align*}
$$

Compare the expression above with that of (2.5), a factor 2 has disappeared. So we can easily obtain a formula in exterior differential forms for gauge anomaly from (4.10) as

$$
\begin{align*}
\log J= & \frac{1}{(2 \pi i)^{n}(n-1)!} \\
& \times \int_{0}^{1} d t(1-t) \operatorname{Tr}\left[\beta d P\left(A^{(+)}, F_{!}^{(+) n-1}\right)\right] \tag{5.14}
\end{align*}
$$

(5) The chiral Jacobian in differential forms. In the form of chiral projection, the Dirac operator (1.1) can also be written as

$$
\begin{equation*}
\mathscr{D}=\left(i d+i A^{(+)}\right) \hat{P}_{+}+\left(i d+i A^{(-)}\right) \hat{P}_{-} \tag{5.15}
\end{equation*}
$$

with $A^{( \pm)}=V \pm A$. Using a similar treatment as exhibited in the case of chiral gauge coupling, the formula shown in (1.2) can recast into exterior differential forms of $A^{( \pm)}$as $-\log J\left(A^{(+)}, A^{(-)}\right)$

$$
\begin{equation*}
=\frac{1}{(2 \pi)^{n+1}(n+1)!} \int_{S^{2 n}} \omega_{2 n}^{1}\left(A^{(+)}, A^{(-)}\right) \tag{5.16}
\end{equation*}
$$

where

$$
\begin{align*}
\omega_{2 n}^{1}\left(A^{(+)}, A^{(-)}\right)= & (n+1) \int_{0}^{1} d t \operatorname{str}\left\{2 \beta, F^{n}(t)\right\} \\
& -n(n+1) \int_{0}^{1} d t t(1-t) \\
& \times \operatorname{str}\left\{\left[2 \beta, A^{(+)}-A^{(-)}\right]\right. \\
& \left.A^{(+)}-A^{(-)}, F^{n-1}(t)\right\} \tag{5.17}
\end{align*}
$$

with
$F(t)=t F_{+}+(1-t) F_{-}-t(1-t)\left(A^{(+)}-A^{(-)}\right)^{2}$.

Furthermore, by solving the equation $d \omega_{2 n}^{1}=\delta_{\beta} \omega_{2 n+1}$ under condition $\delta^{2} \omega_{2 n+1}=0$ we obtain
$\omega_{2 n+1}\left(A^{(+)}, A^{(-)}\right)=(n+1) \int_{0}^{1} d t\left\{A^{(+)}-A^{(-)}, F^{n}(t)\right\}$.

This is in agreement with the result of Lott using cohomology, ${ }^{14}$ and therefore the topological invariant associated with the Dirac operator (5.15) must be

$$
\left[(2 \pi)^{n+1}(n+1)!\right]^{-1}\left(\operatorname{tr} F^{(+) n+1}-\operatorname{tr} F^{(-) n+1}\right)
$$

(5.20)
it is related to the Atiyah-Singer index density in $2(n+1)$ dimensional space. ${ }^{15}$

As indicated in our previous paper, ${ }^{16}$ we may conclude that all the differential geometric objects in the approach of anomalies, both Abelian or non-Abelian, can be traced out oppositely under the properly selected regularization scheme in the path integral formalism.
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#### Abstract

The scattering transform for the Kadomtsev-Petviashvili equation (KPII) is a local symplectomorphism. Pulling back the Hamiltonians for the linear evolutions of scattering data gives Hamiltonians for the KPII hierarchy: they are values of the associated scattering data at distinguished points. This method yields simple proofs that KPII has infinitely many commuting flows and simplifies their calculation. It also provides a Plancherel-type theorem.


## I. INTRODUCTION

Fadeev and Zakharov ${ }^{1,2}$ have observed that the scattering map that underlies the inverse scattering method is a canonical transformation to "action-angle variables" for a number of $(1+1)$-dimensional nonlinear evolution equations: sine-Gordon, nonlinear Schrödinger, Korteweg-de Vries, and the Toda lattice. Without dwelling on the analysis, they discovered the appropriate symplectic structures, Hamiltonian functions, and Poisson brackets for these equations. The intention in this paper is to present similar results for the $(2+1)$-dimensional Kadomtsev-Petviashvili (KPII) equation $\partial_{1}\left(\dot{u}+\partial_{1}^{3} u+u \partial_{1} u\right)+\partial_{2}^{2} u=0$, and other equations in its hierarchy. An application of some previous work will, in addition, describe the underlying symplectic manifolds in a neighborhood of their distinguished point 0 . This analytic information will be used to prove that the canonical transformation is in fact a (local) symplectomorphism.

Earlier, ${ }^{3}$ we observed that certain values of the scattering data associated to a function $u$ were constants of all KPtype motions of $u$. In this paper we will show that these constants of the motion may be used as Hamiltonian functionals which, together with a natural symplectic structure on the manifold of solutions, put the KP evolution into an obvious Hamiltonian form. Such a structure has been found for certain one-dimensional evolutions by similar means. ${ }^{4}$

The advantages of putting the KP equation in Hamiltonian form are that symmetries and constants of motion may be very easily calculated. In particular, new quantities that are preserved under the KP flow may be explicitly written as integrals of polynomials in the potential and its derivatives with no more sophisticated a mathematical tool than the multiplication of power series. It may be of interest to consider what physical meaning may be assigned to these constants of the motion, as they are composed of polynomials in the terms of the KP equation itself.

Results cited in this paper answer a question of Lipovskii ${ }^{5}$ who has independently discovered the Poisson bracket for the KP Hamiltonian system under the assumption that the scattering data satisfy certain boundedness properties.

These results reproduce the construction of the Korteweg-de Vries (KdV) Hamiltonian system ${ }^{2}$ under the restriction $d u / d y=0$. This implies that both $d m / d y=0$ and $d \tilde{m} / d y=0$, resulting in the simplification $\widetilde{m}=m$. One well-known but important consequence of this last equation
is that the scattering problem for the KdV equation is selfadjoint, and that the recursion operator which generates the $K d V$ hierarchy has $m^{2}$ as an eigenfunction-it is the socalled square-eigenfunction operator. Zakharov and Konopelchenko have shown that no single recursion operator exists for the $(2+1)$ - or higher-dimensional examples. ${ }^{6}$ Here, their obstruction is overcome by introducing an only slightly more complicated formula for elements of the hierarchy.

Much of the novelty of the KPII equation develops from its non-self-adjoint scattering problem, and the resulting difficulty in the physical interpretation of eigenvalues. The method used in this paper departs from classical $S$-matrix scattering theory in that no explicit physical meaning is assigned to the function $\alpha$. It is merely called scattering data for historical reasons and by analogy with the KdV and other ( $1+1$ )-dimensional equations. It has been shown by Beals, Coifman, and others that the classical $S$ matrix depends upon too many variables to be in one-to-one correspondence with potentials for any example equation depending upon two or more space variables. As a consequence, there must be constraints upon $S$, which are in general nonlinear, and which it is difficult to show are preserved under linear evolutions. Without these constraints, the inverse map does not exist. Hence the classical scattering transform is not a symplectomorphism. It is necessary to use the "unphysical" scattering data of this paper to linearize the KP equation and write it in Hamiltonian form.

## II. KP HAMILTONIANS

Let $B=\left\{u \in L^{1} \cap L^{2}\left(\mathbb{R}^{2}\right) \mid \int_{-\infty}^{\infty} u\left(x_{1}, x_{2}\right) d x_{1}=0\right.$ a.e. $\left.x_{2}\right\}$. Then $B$ is a closed subspace of $L^{1} \cap L^{2}$. We shall be concerned with an open neighborhood of 0 in $B$ : this will contain the integral curves of all KP-type evolutions from small initial conditions.

Since $B$ is a Banach space, we can identify it with its tangent spaces at each point: for all $b \in B, T_{b} B \cong B$. Also, its tangent bundle is trivial and may be identified as $T B \cong B \times B$. Hence for convenience we shall define our two-forms on $B \times B \cong(T B / B) \times(T B / B)$, suppressing the dependenceon base points in $T B$. We shall do likewise for the (linear Banach) manifold of scattering data and its (trivial) tangent bundle.

Introduce the bilinear form $\Omega: B \times B \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\Omega(u, v)=\left\langle\partial_{1}^{-1} u, v\right\rangle \tag{1}
\end{equation*}
$$

where

$$
\left(\partial_{1}^{-1} u\right)\left(x_{1}, x_{2}\right)=\int_{-\infty}^{x_{1}} u\left(y, x_{2}\right) d y
$$

and

$$
\langle a, b\rangle=\int_{\mathbf{R}^{2}} a b
$$

It is a simple exercise to show that $\Omega$ is both skew symmetric and weakly nondegenerate, and hence is a "symplectic" form on the linear Banach manifold $B$.

Recall (see, for example, Ref. 3) that the KP evolution may be linearized by mapping a solution $u$ to scattering data associated to the perturbed heat operator

$$
\begin{equation*}
\partial_{1}^{2}+2 z \partial_{1}-\partial_{2}-u \equiv L_{z}-u \tag{2}
\end{equation*}
$$

After finding $m=m(x, z)$, the solution to $L_{z} m=u m$ with $m \rightarrow 1$ as $|x| \rightarrow \infty$, the scattering data may be written as
$\alpha(z)=\int_{\mathbf{R}^{2}} u(x) m(x, z) \exp \left\{x_{1}(\bar{z}-z)+x_{2}\left(\bar{z}^{2}-z^{2}\right)\right\} d x$.

Then KP-type evolutions of $u$ correspond to evolutions of $\alpha$ of the form

$$
\begin{equation*}
\alpha(z, t)=\alpha(z) \exp t(\phi(\bar{z})-\phi(z)\} \tag{4}
\end{equation*}
$$

where $\phi: \mathbb{C} \rightarrow \mathbb{C}$ is suitably chosen. For example, the $K P$ equation itself arises from $\phi(z)=z^{3}$.

Observe that if $z$ is real, then

$$
\begin{equation*}
\frac{d}{d t} \alpha(z, t)=[\phi(\bar{z})-\phi(z)] \alpha(z, t)=0 \tag{5}
\end{equation*}
$$

Hence $\alpha(z, t), z \in \mathbb{R}$, is a constant of every KP-type motion of $U$. Fixing $z \in \mathbb{R}$, we can use $\alpha(z, t)$ as a Hamiltonian function on $B$ : Let

$$
\begin{equation*}
H(u)=\alpha(z)=\int_{\mathbf{R}^{2}} u(x) m(x, z) d x \tag{6}
\end{equation*}
$$

Here $\bar{z}-z=0$ and $\bar{z}^{2}-z^{2}=0$, simplifying Eq. (3), and $m$ solves Eq. (2). Notice that we can take

$$
\begin{equation*}
m(x, z)=\left(I-G_{z} M_{u}\right)^{-1} 1 \tag{7}
\end{equation*}
$$

where $G_{z}$ is convolution with the Green's function of $L_{z}$ [in Eq. (2)] and $M_{u}$ is multiplication by $u(x)$. Such solutions $m$ are normalized, in the sense that $\lim _{|x| \rightarrow \infty} m(x, z)=1$. The existence and uniqueness of $m$ in $L^{\infty}\left(\mathbb{R}^{2}\right)$ is guaranteed for $u$ near 0 in $B$ (see Ref. 3). Thus

$$
\begin{equation*}
H(u)=\int_{\mathbf{R}^{2}} u\left(I-G_{z} M_{u}\right)^{-1} 1 d x \tag{8}
\end{equation*}
$$

It is evident what the corresponding Hamiltonian vector field is. First, we calculate the gradient of $H$,

$$
\begin{align*}
\langle d H(u), r\rangle \equiv & \left.\frac{d}{d \epsilon} H(u+\epsilon r)\right|_{\epsilon=0} \\
= & \int_{\mathbf{R}^{2}}\left(r(x) m(x, z)+u(x)\left(I-G_{z} M_{u}\right)^{-1}\right. \\
& \left.\times G_{z} r(x) m(x, z)\right) d x \tag{9}
\end{align*}
$$

then combining terms,

$$
=\int_{\mathbf{R}^{2}}\left(I-M_{u} G_{z}\right)^{-1} r(x) m(x, z) d x
$$

and transposing,

$$
=\int_{\mathbf{R}^{2}}\left[\left(I-G_{z}^{t} M_{u}\right)^{-1} 1\right] r(x) m(x, z) d x
$$

Here we make the definition

$$
\begin{equation*}
\tilde{m}(x, z)=\left(I-G_{z}^{t} M_{u}\right)^{-1} 1 \tag{10}
\end{equation*}
$$

This yields

$$
\langle d H(u), r\rangle=\int_{\mathbf{R}^{2}} \tilde{m}(x, z) r(x) m(x, z) d x,
$$

and (by the nondegeneracy of the inner product)

$$
\begin{equation*}
d H(u)=\widetilde{m}(x, z) m(x, z) . \tag{11}
\end{equation*}
$$

Second, we calculate the Hamiltonian vector field associated to $H$,

$$
\begin{align*}
& \Omega\left(X_{H}, r\right)=\langle d H, r\rangle \\
& X_{H}(u)=\partial_{1}(\widetilde{m}(x, z) m(x, z)) . \tag{12}
\end{align*}
$$

These natural choices for the symplectic structure and for the functional have led us directly to the fundamental evolution as Hamilton's equation of motion:

$$
\begin{equation*}
\frac{d}{d t} u=X_{H}(u)=\partial_{1}(\widetilde{m}(x, z) m(x, z)) \tag{13}
\end{equation*}
$$

## III. COMMUTING FLOWS

Let $H, K$ be two functionals on $B$. Define the Poisson bracket as usual:

$$
\begin{equation*}
\{H, K\}=\Omega\left(X_{H}, X_{K}\right) \tag{14}
\end{equation*}
$$

Theorem: If $z, w$ are distinct reals, and we set $H(u)$ $=\alpha(z), K(u)=\alpha(w)$, then $\{H, K\}=0$.

Proof:

$$
\{H, K\}=\int_{\mathbf{R}^{2}} \tilde{m}(x, z) m(x, z) \partial_{1}(\tilde{m}(x, w) m(x, w)) d x
$$

Now

$$
\partial_{1}(\widetilde{m}(x, w) m(x, w))=\frac{d}{d t} u
$$

and for this fundamental evolution of $u$ one has

$$
\frac{d}{d t} \alpha(\zeta)=\left[(\bar{\zeta}-w)^{-1}-(\zeta-w)^{-1}\right] \alpha(\zeta)
$$

as in Eq. (5).
But also, this integral is the tangent map for the scattering transform,

$$
\frac{d \alpha(z)}{d t}=\int_{\mathbf{R}^{2}} \tilde{m}(x, z)\left[\frac{d}{d t} u(x)\right] m(x, z) d x
$$

So since $z$ is real,

$$
\{H, K\}=\left[(\bar{z}-w)^{-1}-(z-w)^{-1}\right] \alpha(z)=0
$$

Remark: If $z=w$, then $H=K$ and the antisymmetry of $\Omega$ guarantees that $\{H, K\}=0$.

This provides a simple proof that there are infinitely many commuting flows: there is a different one for each choice of $z \in \mathbb{R}$. To obtain the Hamiltonian for the $k$ th evolution in the KPII hierarchy, one takes the appropriate combination of these fundamental flows. The fundamental evolution whose Hamiltonian function is given by $H_{z}(u)=\alpha(z)$ can be written

$$
\dot{u}=\partial_{1}(m(x, z) \tilde{m}(x, z))=\sum_{k=1}^{\infty} \frac{\partial_{1} M_{k}(x)}{z^{k}}
$$

where $M_{k}(x)$ is a moment of $m \widetilde{m}$ and gives the $k$ th evolution in the KPII hierarchy. We can exploit the smooth dependence of $H_{z}$ on $z$ to pick out the $k$ th moment. Writing $X_{H}(z)$ for the Hamiltonian vector field given by the functional $u \rightarrow \alpha(z)$, then the $k$ th moment is extracted by

$$
\left.\frac{1}{k!} \frac{d^{k}}{d z^{k}} X_{H}\left(\frac{1}{z}\right)\right|_{z=0}
$$

Alternatively, one can think of this as the Hamiltonian vector field corresponding to the functional

$$
\left.u \rightarrow \frac{1}{k!} \frac{d^{k}}{d z^{k}} \alpha\left(\frac{1}{z}\right)\right|_{z=0}
$$

since operations in $z$ commute with everything in sight. The KPII equation corresponds to $k=3$.

## IV. SYMPLECTOMORPHISM

There is also a symplectic structure on the (linear) manifold of scattering data that puts all KP-type evolutions into (linear) Hamiltonian form.

Let $C=L^{2}(\mathbb{C} ; d \bar{z} d z)$.
Define $\omega: C \times C \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\omega(\alpha, \beta)=\int_{\mathrm{C}} \operatorname{sgn}(\operatorname{Im} z) \alpha(z) \beta(\bar{z}) d \bar{z} d z \tag{15}
\end{equation*}
$$

Evidently $\omega$ is skew-symmetric bilinear and weakly nondegenerate. By setting $A$ equal to multiplication by $\phi(\bar{z})-\phi(z)$, which is $\omega$ skew, one has by a familiar argument (Ref. 7, p. 459) that $A$ satisfies the following proposition.

Proposition: $A$ is Hamiltonian on some domain in $C$, and the equation $\dot{\alpha}=A \alpha=[\phi(\bar{z})-\phi(z)] \alpha$ is the equation of motion for the functional $H_{A}(\alpha)=\frac{1}{2} \omega(A \alpha, \alpha)$.

These Hamiltonian systems on ( $B, \Omega$ ) and ( $C, \omega$ ) are related by the forward and inverse scattering maps. Denote these by $S: B \rightarrow C$ and $S^{-1}: C \rightarrow B$. Then as derived in Ref. 3,

$$
\begin{equation*}
S(u)(z)=k \operatorname{sgn}(\operatorname{Im} z) \int_{\mathbf{R}^{2}} u(x) m(x, z) \exp x \cdot v(z) d x \tag{16}
\end{equation*}
$$

$$
\begin{align*}
S^{-1}(\alpha)(x)= & k^{\prime} \frac{\partial}{\partial x_{1}} \int_{\mathrm{C}} \operatorname{sgn}(\operatorname{Im} z) \alpha(z) m(x, \bar{z}) \\
& \times \exp x \cdot v(\bar{z}) d \bar{z} d z \tag{17}
\end{align*}
$$

where $v(z)=\left(z-\bar{z}, z^{2}-\bar{z}^{2}\right) \in \mathbb{R}^{2}, z \in \mathbb{C}$, and $k, k^{\prime}$ are constants, $k=1 / 2 \pi$ and $k^{\prime}=1 / 2 \pi^{2}$.

Using the relationship between $u$ and $m$, or between $\alpha$ and $m$, it is a simple matter to compute the gradients $d S(u)$ and $d S^{-1}(\alpha)$,
$d S(u)(x)=k \operatorname{sgn}(\operatorname{Im} z) m(x, z) \tilde{m}(x, \bar{z}) \exp x \cdot v(z)$,
$d S^{-1}(\alpha)(z)=k^{\prime} \frac{\partial}{\partial x_{1}}(m(x, \bar{z}) \tilde{m}(x, z) \exp x \cdot v(\bar{z}))$,
where $\tilde{m}$ is defined at $u$ by Eq. (10) and at $\alpha$ by $\tilde{m}$ at $S^{-1}(\alpha)$. Extending both $\Omega$ and $\omega$ to the tangent bundles $T B$ and $T C$ in the natural way yields the following Plancherel-type result.

Proposition: If $\alpha=S(u)$, then

$$
\Omega\left(d S^{-1}(\alpha) \cdot \dot{\alpha}, \dot{u}\right)=c \omega(\dot{\alpha}, d S(u) \cdot \dot{u})
$$

where $c=-k^{\prime} / k=i / \pi$.
Proof:

$$
\begin{aligned}
& \Omega\left(d S^{-1}(\alpha) \cdot \dot{\alpha}, \dot{u}\right) \\
&= \int_{\mathbf{R}^{2}} \partial_{1}^{-1}\left(d S^{-1}(\alpha) \cdot \dot{\alpha}\right)(x) \dot{u}(x) d x \\
&= \int_{\mathbf{R}^{2}} \partial_{1}^{-1}\left[k^{\prime} \partial_{1} \int_{\mathrm{C}} m(x, \bar{z}) \tilde{m}(x, z)\right. \\
&\times \exp x \cdot v(\bar{z}) \dot{\alpha}(z) d \bar{z} d z] \dot{u}(x) d x \\
&= k^{\prime} \int_{\mathbb{C}} \dot{\alpha}(z)\left[\int_{\mathbf{R}^{2}} m(x, \bar{z}) \tilde{m}(x, z)\right. \\
&\times \exp x \cdot v(\bar{z}) \dot{u}(x) d x] d \bar{z} d z \\
&=-\frac{k^{\prime}}{k} \int_{\mathbb{C}} \operatorname{sgn}(\operatorname{Im} z) \dot{\alpha}(z)(d S(u) \cdot \dot{u})(\bar{z}) d \bar{z} d z \\
&=-\frac{k^{\prime}}{k} \omega(\dot{\alpha}, d S(u) \cdot \dot{u}) .
\end{aligned}
$$

Theorem: The scattering and inverse scattering maps are symplectomorphisms between ( $B, \Omega$ ) and ( $C, \omega$ ).

Proof: That $S$ and $S^{-1}$ are local isomorphisms between $B$ and $C$ follows from Ref. 3. Both $S$ and $S^{-1}$ are real analytic in the sense of Coifman and Meyer, ${ }^{8}$ being expressible as power series in a functional variable. Hence they are both local diffeomorphisms.

It remains to show that $c \omega=S^{*} \Omega$, where $c$ is some constant, in fact the same one as above. But this follows from the last proposition. If $u \in B, p, q \in T_{u} B, \alpha \in C, \xi, \eta \in T_{\alpha} C$, and everything is related by $\alpha=S(u), \xi=d S(u) \cdot p, \quad \eta$ $=d S(u) \cdot q$, then

$$
\begin{aligned}
\omega(\xi, \eta) & =\omega(d S(u) \cdot p, d S(u) \cdot q) \\
& =c^{-1} \Omega\left(d S^{-1}(\alpha)^{\circ} d S(u) \cdot p, q\right)=c^{-1} \Omega(p, q)
\end{aligned}
$$

## ACKNOWLEDGMENTS

The author is grateful to Professor R. R. Coifman for many insightful conversations, and to Professor M. Adams for his critical reading.

This work was partially supported by the University of Georgia Research Foundation.
${ }^{1}$ L. D. Fadeev, "A Hamiltonian interpretation of the inverse scattering method," in Solitons, edited by R. K. Bullough and P. J. Caudrey (Springer, New York, 1981).
${ }^{2}$ V. E. Zakharov and L. D. Fadeev, "Korteweg-de Vries equation: A completely integrable Hamiltonian system," Functional Anal. Appl. 5, 18 (1971).
${ }^{3}$ M. V. Wickerhauser, "Inverse scattering for the heat operator and evolutions in $2+1$ variables," Commun. Math. Phys. 108, 67 (1987).
${ }^{4}$ R. Beals and R. R. Coifman, "Scattering and inverse scattering for first order systems II," Yale preprint, 1987.
${ }^{5}$ V. D. Lipovskii, "Hamiltonian structure of the Kadomtsev-Petviashvili equation in the class of decreasing Cauchy data," Functional Anal. Appl. 20, 35 (1986),
${ }^{6}$ V. F. Zakharov and B. G. Konopelchenko, "On the theory of recursion operator," Commun. Math. Phys. 94, 483 (1984).
${ }^{7}$ R. Abraham and J. E. Marsden, Foundations of Mechanics (Benjamin/ Cummings, Reading, MA, 1978), 2nd ed.
${ }^{8}$ R. R. Coifman and Y. Meyer, "Nonlinear harmonic analysis and analytic dependence," Proc. Symp. Pure Math. 43, 71 (1985).

# Liouville theorem for the Yang-Mills self-duality equations 

Shahn Majid<br>Lyman Laboratory of Physics, Harvard University, Cambridge, Massachusetts 02138

(Received 14 August 1987; accepted for publication 18 May 1988)


#### Abstract

It is shown that under certain conditions one may associatively matrix-multiply Lie-algebravalued matrices with a componentwise Lie bracket. Using this, a simple algebraic constraint on a Lie-algebra-valued antisymmetric $n \times n$ matrix $F$, which in $n=4$ is essentially self-duality or anti-self-duality, is described. Somewhat in analogy with Liouville's theorem for the CauchyRiemann equations in $n=2$, it is shown that, for $n>4$, the constraint implies that the Lie subalgebra generated by the matrix elements $\left\{F_{\mu v}\right\}$ decomposes into copies of $\underline{S O}(n)$ plus a few degenerate cases. The result may be relevant to the structure of the quantum chromodynamic vacuum.


## I. INTRODUCTION

The results in this paper, Theorem 1 and Theorem 2, are purely linear algebra concerning matrix multiplication with a Lie bracket of matrices $A, B \in M(n, G)=n \times n$ matrices with values in a Lie algebra $\underline{G}$, possibly infinite dimensional. By matrix multiplication we shall always mean

$$
A \cdot B_{\mu}{ }^{\nu}=\left[A_{\mu}{ }^{\alpha}, B_{\alpha}{ }^{\nu}\right]
$$

where [ , ] denotes the Lie bracket. Namely, we will show that if an antisymmetric Lie-algebra-valued matrix $F$ obeys $W(F, F)=0$ in the expression (1.5) below, and if $n>4$, then all higher matrix products-with-commutators $F^{m}$ are antisymmetric and obey (1.8). This result complements a standard product encountered in Yang-Mills gauge theory, namely, the exterior product-with-commutators of Lie-alge-bra-valued forms.

It is remarkable that the proof of this little fact will take several pages of tensor algebra, albeit index manipulations of a sort with which theoretical physicists are surely familiar. The author has not been able to come up with an abstract proof as more usual methods (for analyzing the decomposition of tensor products) do not seem to be applicable in a useful way to the case of multiplication-with-commutators. Therefore a few motivating remarks are perhaps in order. The first two have to do with the geometrical setting concerning Yang-Mills connections of high symmetry, while the third is algebraic. These remarks are not used in the paper, which will be entirely taken up with the proof of the above statement.

Remark 1 (Liouville theorem for the self-duality equations): On a Riemannian manifold of dimension $n,(M, g, \nabla)$, the derivative of vector field $\xi$ can always be decomposed under the action of $O(n)$ as

$$
\begin{equation*}
\nabla_{\mu} \xi_{\nu} \equiv((\nabla \xi))_{\mu v}+\frac{1}{2} \nabla \wedge \xi_{\mu \nu}+\left(g_{\mu \nu} / n\right) \nabla \cdot \xi \tag{1.1}
\end{equation*}
$$

where $((\nabla \xi))$ denotes the symmetric traceless part, $\nabla \wedge \xi=d \wedge \xi$ is the curl, and $\nabla \cdot \xi$ is the divergence. The equation

$$
\begin{equation*}
((\nabla \xi))=0 \tag{1.2}
\end{equation*}
$$

says that $\xi$ is a conformal Killing vector. The Lie bracket of two conformal Killing vectors is again one; so these generate a group, the conformal group (diffeomorphisms of $M$ that
preserve $g$ up to scale). In $n=2$ on $\mathbb{R}^{2}$ with the flat metric and standard coordinates $x$, (1.2) is just the Cauchy-Reimann equations for $\xi_{1}+\iota \xi_{2}$ as a function of $z=x_{1}+\iota x_{2}$,

$$
\begin{align*}
& ((\nabla \xi))=0 \Leftrightarrow \frac{\partial \xi_{1}}{\partial x_{2}}=\frac{\partial \xi_{2}}{\partial x_{1}} \text { and } \frac{\partial \xi_{1}}{\partial x_{1}}=\frac{1}{2} \partial \cdot \xi=\frac{\partial \xi_{2}}{\partial x_{2}} \\
& \Leftrightarrow \xi(z) \text { analytic }(\text { for } n=2), \tag{1.3}
\end{align*}
$$

and Liouville's theorem ${ }^{1}$ asserts that
conformal group ( $\mathbf{R}^{n}$ ) $=O(n+1,1)$ (for $n>2$ ).
For a general Riemannian manifold the corresponding assertion is

$$
\operatorname{dim}\{\xi:((\nabla \xi))=0\} \leqslant \operatorname{dim} O(n+1,1) \quad(\text { for } n>2)
$$

Similarly, let $F$ be an antisymmetric Lie-algebra matrix [or, more generally, let $F$ be the curvature two-form of a connection on a principal bundle $P$ over $M$ with structure group $G, F \in \Omega^{2}(M) \otimes$ ad $\left.P_{G}\right]$. Such a matrix can be decomposed under the action of $O(n)$ as

$$
\begin{align*}
\equiv & W(F, F)_{\mu v \alpha \beta}+[1 /(n-2)]\left(g_{v \alpha} F_{\mu \beta}^{2}-g_{\mu \alpha} F_{\nu \beta}^{2}\right. \\
& \left.-g_{\nu \beta} F_{\mu \alpha}^{2}+g_{\mu \beta} F_{\nu \alpha}^{2}\right) \tag{1.5}
\end{align*}
$$

which defines the tensor $W(F, F)$, where $F^{2} \equiv F \cdot F$ multiplied as a matrix (using $g$ ), and with commutators in the Lie algebra $\boldsymbol{G}$. A similar decomposition is well known for the Riemann tensor, where it proved very interesting to study the case when the Weyl tensor vanishes. Therefore consider $F$, antisymmetric, for which

$$
\begin{equation*}
W(F, F)=0, \tag{1.6}
\end{equation*}
$$

which turns out in $n=4$ as essentially the self-duality or anti-self-duality equations

$$
\begin{align*}
& W(F, F)=0 \Leftrightarrow\left[F_{+\mu \nu}, F_{-\alpha \beta}\right]=0 \\
& \qquad \begin{array}{r}
G=\operatorname{sU}(2), \operatorname{sU}(3), \mathrm{U}(2) \\
\Leftrightarrow \\
F_{+}= \\
\Leftrightarrow
\end{array} \text { or } F_{-}=0 \text { or Abelian } \\
& (\text { for } n=4)
\end{align*}
$$

where $F_{ \pm}$are the self-dual and anti-self-dual parts of $F$. The proof of this is essentially given in Lemma 4.6 and Propositions 7.1 and 7.2 of Ref. 2, and also below in Eq. (2.18). For $n>4$ our Theorem 1 (ii) asserts that higher-matrix prod-
ucts-with-Lie-bracket $F^{m}$ are also of this type, and indeed

$$
\begin{aligned}
W(F, F)=0 \Rightarrow & F^{m} \text { antisymmetric, } \forall m \geqslant 1, \\
{\left[F_{\mu v}^{m_{1}}, F_{\alpha \beta}^{m_{2}}\right]=} & {[1 /(n-2)]\left(g_{v \alpha} F_{\mu \beta}^{m_{1}+m_{2}}-g_{\mu \alpha} F_{v \beta}^{m_{\beta}+m_{2}}\right.} \\
& \left.-g_{v \beta} F_{\mu \alpha}^{m_{1}+m_{2}}+g_{\mu \beta} F_{v \alpha}^{m_{1}+m_{2}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\text { (for } n>4 \text { ). } \tag{1.8}
\end{equation*}
$$

So matrix multiplication generates a ring whose elements $F^{m}$ span as a vector space the Lie algebra of the primitive holonomy group of $F$ (which is by definition at each point in $M$ the Lie subalgebra generated by the matrix elements $\left\{F_{\mu v}\right\} \subset G$ ). Theorem 2 asserts that generically, for $n>4$, the primitive holonomy group Lie algebra is equal to

$$
\begin{equation*}
\left\{F_{\mu \nu}\right\}=\stackrel{q}{i=1} \underset{\operatorname{SO}}{ }(n)_{\mathbb{C}} \tag{1.9}
\end{equation*}
$$

for some integer $q$. Here "generically" means that the roots of a certain characteristic polynomial should be nondegenerate, typical exceptions being when $F$ is nilpotent under matrix multiplication. This is a completely local theorem and applies at each point in $M$ independently.

A study of connections whose curvature obeys constraints such as (1.6), i.e., differential geometric aspects aiming at a structure theorem (cf. that of locally symmetric spaces ${ }^{3}$ ), has been undertaken and may be reported elsewhere. Examples of $W(F, F)=0$ in $n=4$ are provided in Ref. 2 by the curvature of connections on $S^{4}$ that are minima of the Yang-Mills action (i.e., for which the Hessian of second derivatives is $\geqslant 0$ ). The authors thereby show that all such connections for $G=S U(2), S U(3)$, or $U(2)$ are either self-dual or anti-self-dual. An example in $n \geqslant 4$ is provided by the one-quasi-instanton/anti-instanton whose $O(n)$ symmetry was exploited in Ref. 4. According to our Theorem 2, this is the prototypical example. This is recalled in the Appendix along with an estimate of how hard it is in general for matrices to obey (1.6).

Remark 2 (Significance for the quantum chromodynamic vacuum): With regard to the physics literature, many authors have previously studied generalizations of the selfduality equations ${ }^{5}$ to higher dimensions. ${ }^{6}$ These have all been concerned with algebraic constraints on the curvature such that the Yang-Mills equations or some related equation follows automatically. The present work has also been motivated by physics. In the background field method to the quantum field theory of gauge fields, ${ }^{7}$ one wishes to minimize the effective action due to all particles in the theory moving in background $A$. This effective action-not at all the Yang-Mills action-is impossible to evaluate in general. However, the minimum, the expectation value of the quantized gauge field in the quantum chromodynamic (QCD) vacuum configuration, is expected to be highly symmetric. One may therefore try to guess or classify the connections with high symmetry and look for the vacuum connection by minimizing only among these. Unfortunately our Theorem 2 , which would be highly restrictive, is not directly applicable to $n=4$, but one may note that the pole in our proof, $1 /(n-4)$, is quite reminiscent of the uv divergences of QCD when parametrized by dimensional regularization as, for example, in Ref. 4, already referred to in remark 1. What is needed is a structure theorem for connections of high sym-
metry. For example, in the $G=U(1)$ case, the only Poin-caré-invariant connections have $F=0$.

Remark 3 [Kac-Moody algebra $\widehat{S O}(n)$ ]: It is perhaps worth pointing out that Kac-Moody loop-group algebras (which were recently connected with the Yang-Mills selfduality equation ${ }^{8}$ ) provide an example of Theorem 1 (ii). This is also given in the Appendix.

Returning to the paper, in order to prove Theorem 2 we shall actually be forced to prove a more general theorem to the effect that antisymmetric matrices $A, B, C$ obeying certain conditions including $W(A, B)=0$ are closed under a matrix multiplication similar to that above which becomes commutative and associative up to certain scale terms involving $g_{\mu v}$. This will be the main theorem, Theorem 1. For various reasons we refer to this algebra as "conformal" algebra.

## II. ON THE MULTIPLICATION OF LIE-ALGEBRAVALUED MATRICES

In the rest of this paper we work entirely locally, mostly with antisymmetric matrices with values in $G$, a Lie algebra over $\mathbb{R}$, possibly infinite dimensional. In fact Theorem 1 , the main theorem, applies whenever there is an anticommutative bilinear bracket obeying the Jacobi identity on $\underline{G}$, a vector space over a field of suitable characteristic:

$$
\begin{align*}
& {[a,[b, c]]=[[a, b], c]+[b,[a, c]],} \\
& {[a, b]=-[b, a], a, b, c \in \underline{G} .} \tag{2.1}
\end{align*}
$$

For convenience one can also consider all matrices as twoforms with one index raised by a metric $g$ a symmetric positive definite matrix. There is a natural operator generating the action of $\operatorname{SO}(n)$ preserving this $g$, the spin operator

$$
\begin{equation*}
S_{\mu v}\left(v_{\alpha}\right) \equiv(S v)_{\mu v \alpha}=g_{v a} v_{\mu}-g_{\mu \alpha} v_{v} \tag{2.2}
\end{equation*}
$$

which will play the role of an identity. On the space $M(n, \underline{G})$ we will always denote by - or by omission the product

$$
\begin{align*}
\because M(n, G) \otimes M(n, \underline{G}) & \rightarrow M(n, \underline{G}): A_{\mu \sigma} \otimes B_{\tau v} \\
& \mapsto\left[A_{\mu \alpha}, B^{\alpha}{ }_{v}\right] \tag{2.3}
\end{align*}
$$

which is of course nonassociative in general. The definitions

$$
\begin{align*}
\Lambda^{2} \otimes \underline{G}= & \{A \in M(n, \underline{G}) \mid A \text { antisymmetric }\} \\
C^{2} \otimes \underline{G}= & \{A \in M(n, \underline{G}) \mid A \text { symmetric traceless }\} \\
& \Lambda^{0} \otimes \underline{G} \equiv \underline{G} \tag{2.4}
\end{align*}
$$

will always hold, and $\operatorname{Tr}$ will always denote trace in $M(n)$ (never in some enveloping algebra of $\boldsymbol{G}$ ),

$$
\begin{equation*}
\operatorname{Tr} A=A_{\mu}^{\mu}=A_{\mu \nu} g^{\mu \nu} \tag{2.5}
\end{equation*}
$$

To start with, $\otimes$ means over $R$, but very soon, at Eq. (2.11), we introduce $\otimes$ to mean "with commutators."

Lemma 1 (Projections and inclusions): Corresponding to the essentially unique contractions provided by the metric $g$,

$$
\begin{equation*}
\Lambda^{2} \otimes \Lambda^{2} \xrightarrow{g} M(n) \stackrel{\operatorname{Tr}}{\rightarrow} \Lambda^{0}: X_{\mu v \alpha \beta} \stackrel{g}{\mapsto} X_{\mu}{ }_{\lambda \beta} \equiv X_{\mu \beta} \stackrel{\mathrm{Tr}}{\mapsto} X_{\lambda}^{\lambda}, \tag{2.6}
\end{equation*}
$$

there exist unique spin-invariant inclusions

$$
\begin{equation*}
\Lambda^{0} \stackrel{i}{\hookrightarrow} M(n) \stackrel{i}{\leftrightarrows} \Lambda^{2} \otimes \Lambda^{2} \tag{2.7}
\end{equation*}
$$

such that $g i=1, \operatorname{Tr} i^{\prime}=1$. Indeed, explicitly,

$$
\begin{align*}
\phi \stackrel{i}{\mapsto} & \frac{g_{\mu \nu}}{n} \phi, \quad X_{\mu \nu} \stackrel{i}{\mapsto}(i X)_{\mu v \alpha \beta} \\
& =\left(\frac{g_{v \alpha} X_{\mu \beta}-g_{v \beta} X_{\mu \alpha}+g_{\mu \beta} X_{v \alpha}-g_{\mu \alpha} X_{\nu \beta}}{n-2}\right) \\
& \quad-\left(\frac{g_{v \alpha} g_{\mu \beta}-g_{\mu \alpha} g_{v \beta}}{(n-2)(n-1)}\right) X_{\mu}^{\mu}, \tag{2.8}
\end{align*}
$$

which implies

| $\Lambda^{0}$ | $\rightarrow$ | [1] | $\rightarrow$ | [1], | $\Lambda^{0}$ | $\stackrel{\text { Tr }}{\leftarrow}$ | [1] | $\stackrel{8}{\leftarrow}$ | [1], |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\oplus$ |  | $\oplus$ |  |  | $\oplus$ |  | $\oplus$ |
|  |  | $\Lambda^{2}$ | $\rightarrow$ | $\widetilde{\Lambda}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)$, | 0 | $\stackrel{\text { Tr }}{\leftarrow}$ | $\Lambda^{2}$ | $\stackrel{8}{\leftarrow}$ | $\widetilde{\Lambda}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)$, |
|  |  | $\oplus$ |  | $\oplus$ |  |  | $\oplus$ |  | $\oplus$ |
|  |  | $C^{2}$ | $\rightarrow$ | $\widetilde{C}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)$, | 0 | $\stackrel{\text { Tr }}{\leftarrow}$ | $C^{2}$ | $\stackrel{8}{\leftarrow}$ | $\tilde{C}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)$. |

$$
\phi \stackrel{i r}{\mapsto} \frac{\left(g_{v a} g_{\mu \beta}-g_{\mu \alpha} g_{v \beta}\right)}{n(n-1)} \phi .
$$

These are clearly unique given only the metric $g$ [which is invariant under (2.2)].

With these inclusions understood $g$ and Tr are projections $g^{2}=g$ and $\mathrm{Tr}^{2}=\mathrm{Tr}$, and thus have eigenvalues 0 or 1 . Thus

$$
M(n)=[1] \oplus \operatorname{ker} \operatorname{Tr}=[1] \oplus \underset{\text { antisym }}{\Lambda^{2} \oplus \underset{\text { sym. traceless }}{C^{2}} . . .}
$$

Similarly, thinking of $\underline{S O}(n) \cong \Lambda^{2}$, and of $\Lambda^{2} \otimes \Lambda^{2}$ as tensors of rank 2 associated to $T_{e} \mathrm{SO}(n)$ we have

$$
\begin{aligned}
\Lambda^{2} \otimes \Lambda^{2} & =[1] \oplus \operatorname{ker} \operatorname{Tr} \\
& =[1] \oplus \underset{\text { antisym }[\mu \nu] \leftrightarrow[\mu \beta]}{\widetilde{\Lambda}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right) \oplus \underset{\text { sym. traceless }[\mu v] \leftrightarrow[\mu \beta]}{\widetilde{C}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)} .} .
\end{aligned}
$$

Indeed

To see this one has only to check the symmetry properties of (2.6) and (2.8). The space [ 1 ] is just $\Lambda^{0}$ with the inclusion understood to give a tensor of appropriate rank as the identity.

Finally, with these inclusions understood, $g$ itself is a projection operator. So

$$
\left.\omega \equiv \operatorname{ker} g\right|_{\tilde{\mathrm{C}}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)}
$$

$\operatorname{dim} \omega=[(n-3) / 8] n\left(n^{2}+n+2\right)$,
$\left.\bar{\omega} \equiv \operatorname{ker} g\right|_{\tilde{\Lambda}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right)}$,
$\operatorname{dim} \bar{\omega}=[(n-3) / 8](n-1) n(n+2)$,
$W \equiv \operatorname{ker} g=\omega \oplus \bar{\omega}$,
$\operatorname{dim} W=[(n-3) / 4] n^{2}(n+1)$,
giving ("spin" decomposition)

$$
\begin{equation*}
\Lambda^{2} \otimes \Lambda^{2}=\omega \oplus \bar{\omega} \oplus \Lambda^{2} \oplus C^{2} \oplus \Lambda^{0} \tag{2.10}
\end{equation*}
$$

[In components this reads

$$
\begin{align*}
X_{\mu v \alpha \beta}= & \omega_{\mu v \alpha \beta}(X)+\bar{\omega}_{\mu v \alpha \beta}(X) \\
& +\left(\frac{g_{v \alpha} X_{\mu \beta}-g_{v \beta} X_{\mu \alpha}-g_{\mu \sigma} X_{\nu \beta}+g_{\mu \beta} X_{v \alpha}}{n-2}\right) \\
& -\left(\frac{g_{v a} g_{\mu \beta}-g_{\mu \alpha} g_{v \beta}}{(n-2)(n-1)}\right) \operatorname{Tr} X \tag{2.14}
\end{align*}
$$

and

$$
X_{\mu \beta}=X_{\mu}^{\lambda \beta}=X_{[\mu \beta]}+X_{(\mu \mu))}+(\operatorname{Tr} X / n) g_{\mu \beta}
$$

For example, $X_{\mu v a \beta}=R_{\mu v a \beta}, \quad \omega=$ Weyl tensor, $X_{\mu \nu}$ $=$ Ricci, $\bar{\omega}$ related to torsion.]

Now consider $M(n, \underline{G})$ and define $\otimes \underline{G}$, which is not associative, by (equality for $\underline{\underline{G}}$ semisimple)

$$
\begin{aligned}
& M(n, \underline{G}) \otimes \underline{G}^{G} M(n, \underline{G}) \\
& \stackrel{\text { def }}{=}\left\{A_{\mu \nu} \otimes \stackrel{G}{B}_{\alpha \beta}\right\} \stackrel{\text { def }}{=}\left\{\left[A_{\mu \nu}, B_{\alpha \beta}\right]\right\} \\
& \\
& \subseteq\left(M(n) \otimes_{\mathbf{R}} M(n)\right) \otimes \underline{G}
\end{aligned}
$$

Then, with product (2.3) and $A, B \in \Lambda^{2} \otimes G$, (2.10) becomes in this case

$$
\begin{equation*}
A \otimes \bar{G}_{B} \stackrel{\text { def }}{=} \omega(A, B)+\bar{\omega}(A, B)+[A B]+((A B))+\operatorname{Tr} A B \tag{2.12}
\end{equation*}
$$

Then

$$
\begin{align*}
& {[A B]=[B A],((A B))=-((B A)), \operatorname{Tr} A B=-\operatorname{Tr} B A,} \\
& \omega(A, B)=-\omega(B, A), \quad \bar{\omega}(A, B)=\bar{\omega}(B, A) . \tag{2.13}
\end{align*}
$$

Here the projectors $\omega: A \otimes{ }^{G} B \mapsto \omega(A, B)$, etc., are just the projections onto the respective spaces in (2.10) and $W=\omega+\bar{\omega}$.

Examples (low dimensions, $A, B \in \Lambda^{2} \otimes \underline{G}, \otimes{ }^{\underline{G}}$ understood):

$$
\underline{n}=2
$$

$A \otimes B=\operatorname{Tr} A B \quad$ (by inspection),
i.e., $\omega \equiv 0, \bar{\omega} \equiv 0,[A B] \equiv 0,((A B)) \equiv 0$ in (2.12). Some intermediate inclusion maps are singular, which could lead to infinite-dimensional algebras if limits such as $[A B] \rightarrow 0$, $n \rightarrow 2$ are taken suitably. (Compare the conformal group in $n=2$.)

$$
\begin{align*}
& \mathrm{n}=3 \\
& A \otimes B=[A B]+((A B))+\operatorname{Tr} A B \quad(\operatorname{dim} W=0) . \tag{2.15}
\end{align*}
$$

$\underline{\mathrm{n}}=4:$

$$
\begin{align*}
& A_{+} \otimes B_{+}=\omega\left(A_{+}, B_{+}\right)+\left[A_{+} B_{+}\right]+\operatorname{Tr} A_{+} B_{+}, \\
& {\left[A_{+} B_{+}\right] \in \Lambda_{+}^{2} \otimes \underline{G}} \tag{2.16}
\end{align*}
$$

[cf. spin decomposition

$$
\begin{align*}
& (1,0) \otimes(1,0)=(2,0) \oplus(1,0) \oplus(0,0) \\
& \left.\left(* \omega \propto \operatorname{Tr} W^{*}=\operatorname{Tr} A_{+} B_{+}\right)\right] \\
& A_{+} \otimes B_{-}=\bar{\omega}\left(A_{+}, B_{-}\right)+\left(\left(A_{+} B_{-}\right)\right) \tag{2.17}
\end{align*}
$$

$\left[\right.$ cf. $\quad(1,0) \otimes(0,1)=(1,1)\left(\bar{\omega} \sim W^{*}=\left(\left(A_{+} B_{-}\right)\right)\right.$overcounts)].

Proof: Equation (2.17) is essentially Proposition 7.16 of Ref. 2, and Eq. (2.16) is Lemma 4.6 of Ref. 2, so I shall be brief. One may choose a basis $\tau^{a}$ for the Lie algebra with structure constants $f_{b c}^{a}$; then $A=A^{a} \tau^{a}$, etc. The ordinary tensor product of matrices $A^{a} \otimes B^{b}$ may then be decomposed according to the ordinary representation theory of $\mathrm{SO}(4)$, which was indicated below (2.16) and (2.17). (One can only lose representations when one antisymmetrizes $[A, B]^{a}=A^{b} B^{c} f_{b c}^{a}$.) Now

$$
\begin{aligned}
& ((A B)) \in(1,1), \quad[A B] \in(1,0) \oplus(0,1), \\
& W(A, B) \in(2,0) \oplus(0,2) \oplus(1,1)
\end{aligned}
$$

So comparing with (2.12) we deduce $W\left(A_{+}, B_{+}\right) \in(2,0)$, $W\left(A_{+}, B_{-}\right) \sim\left(\left(A_{+} B_{-}\right)\right) \in(1,1)$, and ( 0,0 ) and ( 1,0 ) terms vanishing or as included in (2.16) and (2.17). Here $\sim$ denotes the identification through

$$
W \mapsto W^{* \mu \nu} \equiv \frac{1}{2} \epsilon_{\mu \sigma \alpha \beta} W_{\nu}{ }^{\sigma \alpha \beta},
$$

which is symmetric as $W$ is contractionless, and for which the contribution from $\bar{\omega}$ in $W$ is traceless in view of the symmetries of the totally antisymmetric tensor $\epsilon$. This much does not use the bracket; it applies for ordinary tensor products also. Next $W \in(2,0) \oplus(0,2)$ is equivalent to saying that $W_{\mu v a \beta}=W_{\alpha \beta \mu v}$ (as with the Weyl tensor), which, bearing in mind the anticommutativity, is equivalent to $W\left(A_{+}, B_{+}\right)=-W\left(B_{+}, A_{+}\right)$, i.e., $\bar{\omega}$ vanishes in (2.16). Similarly $W\left(A_{+}, B_{-}\right)=W\left(B_{-}, A_{+}\right)=\bar{\omega} \in(1,1)$, which completes the proof.

From this we see that
$W(F, F)=2 W\left(F_{+}, F_{-}\right) \sim\left(\left(F_{+} F_{-}\right)\right)=0 \Leftrightarrow F_{+} \otimes F_{-}=0$,
where we have to check that the $\sim$ is nonsingular in the present context, i.e., $W^{*}=0 \Leftrightarrow\left(\left(F_{+} F_{-}\right)\right)=0$. One can in fact show by applying the Hodge operator $*$ to (2.12) that

$$
\begin{aligned}
& ((A B))=\left(\left(A_{+} B_{-}\right)\right)+\left(\left(A_{-} B_{+}\right)\right), \\
& W^{*}(A, B)=\operatorname{Tr} A B+\left(\left(A_{+} B_{-}\right)\right)-\left(\left(A_{-} B_{+}\right)\right) .
\end{aligned}
$$

For $G=\operatorname{SU}(2), \mathrm{SU}(3), \mathrm{U}(2)$ one may easily see that the right-hand side is equivalent to $F_{+}=0$ or $F_{-}=0$, which is Lemma 7.2 of Ref. 2. A final point in $n=4$, also from (2.16) and (2.17), is that the product (2.13) acts naturally on quaternions $\otimes \underline{G}=\left(\Lambda_{+}^{2} \oplus \Lambda^{0}\right) \otimes \underline{G}$.

So far the only difference with ordinary matrix multiplication has been anticommutativity in $\underline{G}$. The real problem comes when we consider higher products.

Theorem 1 ["conformal algebra," with the decomposition (2.10), (2.12) understood and with $\otimes \underline{G}$ understood]: (i) If $A, B, C,[A] \otimes[B],[B] \otimes[C],[C] \otimes[A] \in\left(\Lambda^{2} \oplus \Lambda^{0}\right)$ $\otimes \underline{G}$, with $n>3$ and
$0: A \otimes B \mapsto[A] \cdot[B]:\left(\Lambda^{2} \oplus \Lambda^{0}\right) \otimes \underline{G}$

$$
\begin{equation*}
\otimes\left(\Lambda^{2} \oplus \Lambda^{0}\right) \otimes \underset{G}{G}\left(\Lambda^{2} \oplus \Lambda^{0}\right) \otimes \underline{G}, \tag{2.19}
\end{equation*}
$$

then
$A \circ B-B \circ A=2 \operatorname{Tr} A \circ B$,

$$
\begin{align*}
A^{\circ}(B \circ C)-(A \circ B) \circ C= & {[A] \operatorname{Tr}_{\bar{n}} B^{\circ} C+[C] \underset{\bar{n}}{\operatorname{Tr}} A \circ B }  \tag{2.20}\\
& +[B] \frac{\operatorname{Tr}}{\frac{\operatorname{Tr}}{n-1}} C \circ A-\operatorname{Tr} B \circ(C \circ A), \tag{2.21}
\end{align*}
$$

and, for $n>4$ only,

$$
\begin{equation*}
[A] \otimes[B \circ C] \in\left(\Lambda^{2} \oplus \Lambda^{\circ}\right) \otimes \underline{G}, \tag{2.22}
\end{equation*}
$$

closing the algebra.
(ii) if $A, A \otimes A \in \Lambda^{2} \otimes \underline{G}$ [i.e., $\left.W(A, A)=0, A \in \Lambda^{2} \otimes \underline{G}\right]$ and $n>4$, then

$$
\begin{align*}
A^{m_{0}} A^{m^{\prime}} & =A^{m} \cdot A^{m^{\prime}}=A^{m+m^{\prime}} \\
& =A^{m} \otimes A^{m^{\prime}} \in \Lambda^{2} \otimes \underline{G}, \quad \forall m, m^{\prime} \geqslant 1 . \tag{2.23}
\end{align*}
$$

To prove this we shall prove a sequence of lemmas. Our proof will be computational since a number of basic algebraic properties need to be verified.

The Jacobi identity is

$$
\begin{equation*}
A \otimes(B \otimes C)=(A \otimes B) \otimes C+A \otimes(B \otimes C) \tag{2.24}
\end{equation*}
$$

where $A C$ indicates that the Lie bracket acts between these two first. Otherwise the order will be denoted by brackets or by emphasizing the ".".

Lemma 2:
(i) $\operatorname{Tr} A \cdot B C+\operatorname{Tr} B \cdot C A+\operatorname{Tr} C \cdot A B=0$, and for $A, B, C \in \Lambda^{2} \otimes \underline{G}$,
$\operatorname{Tr} A \cdot B C=\operatorname{Tr} A \cdot C B$.
(ii) (associativity) For $A, B, C \in \Lambda^{2} \otimes \underline{G}$ with
$B: W(A, C)_{\mu \nu} \equiv\left[B^{\alpha \beta}, W_{\mu \alpha \nu \beta}(A, C)\right]$,
$A \cdot B C-A B \cdot C$

$$
\begin{align*}
= & -B: W(A, C)-\frac{B}{(n-2)(n-1)} \operatorname{Tr} A C \\
& +\frac{1}{n-2}(B \cdot A C-A C \cdot B)-\frac{n}{n-2} \operatorname{Tr} B \cdot A C . \tag{2.27}
\end{align*}
$$

Proof: (i) With $\boldsymbol{A}^{a} \in M(n, \mathbb{R}),\left\{\tau^{a}\right\}=\underline{G}$, directly

$$
\sum_{\text {cyclic }} \operatorname{Tr} A \cdot B C=\operatorname{Tr} \underline{A}^{a} \underline{B}^{b} \underline{\underline{C}}^{c} \sum_{\text {cyclic }}\left[\tau^{a},\left[\tau^{b}, \tau^{c}\right]\right]=0,
$$

since Tr is cyclically invariant and
$\operatorname{Tr} A \cdot B C=\operatorname{Tr} A \cdot[B C]=\operatorname{Tr} A \cdot C B$
on $\Lambda^{2} \otimes G$.
(ii) $\overline{C o n t r a c t ~(2.24) ~ t o ~ o b t a i n ~(2.27) ~ a n d ~ a g a i n ~ t o ~ o b-~}$
tain (2.26). This is straightforward and is left as a simple exercise in tensor calculus. Use (2.12) and (2.13). If $t$ denotes the twist map as in (2.30) below, the first step is

$$
\begin{equation*}
A \otimes B C=(A \otimes B) \cdot C-(1 \otimes t)(A \otimes C) \cdot B \tag{2.28}
\end{equation*}
$$

From this lemma we see that on projection to $C^{2}$,

$$
\begin{aligned}
((A \cdot B C))-((A B \cdot C))= & -((B: W(A, C))) \\
& +[2 /(n-2)]((B \cdot A C)) .
\end{aligned}
$$

Thus under the hypotheses of the theorem now with $[B],[C] \in \Lambda^{2} \otimes G$ as in the lemma,
$B \circ C \equiv[B] \cdot[C]=[[B][C]]+\operatorname{Tr} B \circ C$ (by hypothesis);
hence
$\left(\left(A^{\circ}\left(B^{\circ} C\right)\right)\right)+((C \circ(A \circ B)))=[2 /(n-2)]((B \circ(C \circ A)))$.
Subtracting cyclic permutations this implies $\left(\left(A^{\circ}(B \circ C)\right)\right)$ $=0$ for $n \neq 3$. Note in passing that

$$
\begin{aligned}
\frac{1}{2}(A B+B A)= & \frac{1}{2}([A][B]+\operatorname{Tr} A \cdot \operatorname{Tr} B+(\operatorname{Tr} A) \cdot[B] \\
& +(\operatorname{Tr} B) \cdot[A]+B \leftrightarrow A)=[A \circ B]
\end{aligned}
$$

and with
$[B] \cdot[A][C]-[A][C] \cdot[B]$

$$
=2 \operatorname{Tr} B^{\circ}\left(A^{\circ} C\right)+(2 / n)[B] \operatorname{Tr} A^{\circ} C
$$

in the lemma and with $W[A] \otimes[C]=0$, by hypothesis, we obtain (2.19)-(2.21).

To prove (2.22) with $A, B, C \in \Lambda^{2} \otimes \underline{G}$ (the scale parts are consistently projected out) from (2.28),

$$
\begin{aligned}
& A \otimes B C=(A \otimes B) \cdot C-(1 \otimes t)(A \otimes C) \cdot B \\
& A \otimes[B C]=\left(1 \otimes \Lambda^{2}\right)(A \otimes B) \cdot C+B \leftrightarrow C
\end{aligned}
$$

Here $\Lambda^{2} \equiv[(1-t) / 2]$ projects onto $\Lambda^{2}$ and $\cdot$ denotes contraction of adjacent indices with [ , ]. Inserting (2.12),

$$
\begin{align*}
A \otimes[B C]= & \left(1 \otimes \Lambda^{2}\right)(W A \otimes B) \cdot C \\
& +\left(1 \otimes \Lambda^{2}\right)(i A B) \cdot C+B \leftrightarrow C \tag{2.29}
\end{align*}
$$

In $\Lambda^{2} \otimes \Lambda^{2} \hookrightarrow \Lambda^{2} \otimes \Lambda^{2} \otimes \Lambda^{2} \rightarrow \Lambda^{2} \otimes \Lambda^{2}$ the possible positions of the contraction and inclusion maps do not commute; in this one equation we have to write the inclusion maps explicitly. We find
$2\left(1 \otimes \Lambda^{2}\right)(i X) \cdot Y$

$$
\begin{aligned}
= & i(X \cdot Y)+\frac{i^{\prime} n}{n-2} \operatorname{Tr} X Y \\
& -\frac{\operatorname{Tr} X}{n-1}\left(i Y+\frac{i^{\prime} n}{n-2} \operatorname{Tr} Y\right)+R X \otimes Y
\end{aligned}
$$

where $R$ is defined in the following lemma.
Lemma 3: Define
$R: M(n) \otimes M(n) \rightarrow \Lambda^{2} \otimes \Lambda^{2}: X_{\sigma \tau \mu \nu}$
$\mapsto\left(X_{\tau \mu \sigma v}-X_{\sigma \mu \tau v}-X_{\tau v \sigma \mu}+X_{\sigma v \tau \mu}\right) /(n-2)$,
$T: M(n) \otimes M(n) \rightarrow M(n) \otimes M(n): X_{\sigma \tau \mu \nu} \mapsto X_{\mu \nu \sigma r}$,
$t: \Lambda^{2} \rightarrow \Lambda^{2}: X_{\mu \nu} \mapsto X_{\nu \mu}$,
$Q: M(n) \otimes M(n) \rightarrow \Lambda^{2} \otimes M(n): X_{\sigma \tau \mu \nu} \rightarrow X_{\tau \mu \sigma \nu}-X_{\sigma \mu \tau v}$,
so $R=Q(1+T) /(n-2)$. Then
(i) $T R=R t \otimes t$,

$$
\begin{align*}
& R: C^{2} \otimes C^{2} \rightarrow \omega  \tag{2.32}\\
& R: \Lambda^{2} \otimes \Lambda^{2} \rightarrow \widetilde{S}^{2}\left(\Lambda^{2} \otimes \Lambda^{2}\right),  \tag{2.33}\\
& R: \Lambda^{2} \rightarrow 0  \tag{2.34}\\
& R: \mathbf{1} \otimes X \mapsto \frac{1}{n} X+\frac{\operatorname{Tr} X}{n-2},
\end{align*} \quad R: \mathbf{1} \mapsto \frac{-2}{n-2} 1 . l
$$

(inclusions understood);
(ii) $Q^{2}= \begin{cases}2+Q, & \text { on } \Lambda^{2} \otimes M(n), \\ -Q, & \text { on } S^{2} \otimes M(n)\end{cases}$
(where $S^{2} \equiv C^{2}+\mathrm{Tr}=$ symmetric matrices),

$$
\begin{align*}
R^{2} & =\left(\frac{Q}{n-2}\right)^{2}(1+T)(1+t \otimes t) \\
& =\left\{\begin{array}{l}
\left(\frac{2}{n-2}\right)^{2}(1+T)+\frac{2}{n-2} R, \text { on } \Lambda^{2} \otimes \Lambda^{2} \\
0, \text { on } \Lambda^{2} \otimes S^{2} \text { or } S^{2} \otimes \Lambda^{2} \\
-\frac{2}{n-2} R, \text { on } S^{2} \otimes S^{2}
\end{array}\right. \tag{2.36}
\end{align*}
$$

Proof: (i) By inspection and

$$
\begin{aligned}
(g R X)_{\sigma}{ }_{\lambda \nu}= & \left(X_{\lambda \sigma v}^{\lambda}-X_{\sigma}^{\lambda}{ }_{\lambda \nu}\right. \\
& \left.-X_{\nu \sigma \lambda}^{\lambda}+X_{\sigma v}{ }^{\lambda}\right) /(n-2)
\end{aligned}
$$

and comparison with (2.6)-(2.8) $\Rightarrow i=n R 1 \otimes-i^{\prime} \mathrm{Tr} /$ ( $n-2$ ), $1 \propto R 1 \otimes 1$ and use (ii) for $R^{2}$.

$$
\text { (ii) } \begin{aligned}
Q^{2}: & X_{\mu v \alpha \beta} \cdots \mapsto X_{\nu \alpha \mu \beta}-X_{\mu \alpha v \beta} \cdots \mapsto X_{\alpha \mu \nu \beta}-X_{\nu \mu \alpha \beta} \\
& -X_{\alpha \nu \mu \beta}+X_{\mu v \alpha \beta} .
\end{aligned}
$$

Then

$$
\begin{align*}
& R^{2}=\left(\frac{Q}{n-2}\right)(1+T) R \\
&= \frac{Q}{n-2} R(1+t \otimes t)=\frac{Q^{2}}{(n-2)^{2}}(1+T)(1+t \otimes t) \\
& L e m m a 4\left(A, B, C \in \Lambda^{2} \otimes G\right): \\
& \text { (i) } \quad W A \otimes[B C]= W\left(1 \otimes \Lambda^{2}\right)(W A \otimes C) \cdot B \\
&-W(R / 2) B \otimes((A C)) \\
&-(R / 2) W B \otimes[A C]+B \leftrightarrow C \tag{2.37}
\end{align*}
$$

where, from the definition, $W=1-g$. So
$W\left(1 \otimes \Lambda^{2}\right)(W A \otimes C) \cdot B$

$$
=\left(1 \otimes \Lambda^{2}\right)(W A \otimes C) \cdot B+\frac{1}{2} B: W A \otimes C
$$

$W R B \otimes((A C))=R B \otimes((A C))+2[B \cdot((A C))] /(n-2) \in \bar{\omega}$.
(ii) $\{\bar{\omega} A \otimes B=0 \bar{\omega} B \otimes C=0 \bar{\omega} C \otimes A=0\}$

$$
\begin{align*}
\Rightarrow & W A \otimes[B C]+W B \otimes[C A] \\
& +W C \otimes[A B]=0 \tag{2.39}
\end{align*}
$$

Proof: Applying the previous lemma to (2.29) we have

$$
\begin{aligned}
A \otimes[B C]= & 2\left(1 \otimes \Lambda^{2}\right)(W A \otimes B) \cdot C+A B \cdot C \\
& +[n /(n-2)] \operatorname{Tr} A B \cdot C \\
& -[1 /(n-1)](\operatorname{Tr} A B) C+R A B \otimes C,
\end{aligned}
$$

with averaging of $B \leftrightarrow C$ left understood in this proof. We have from Lemma 2
(a) $\operatorname{Tr} B \cdot A C=\frac{1}{2}(\operatorname{Tr} B \cdot A C+\operatorname{Tr} C \cdot A B)$

$$
=-\frac{1}{2} \operatorname{Tr} A \cdot B C=\operatorname{Tr} C \cdot A B=-\operatorname{Tr} A B \cdot C
$$

and
$B \cdot A C-A C \cdot B=2[B((A C))]+2 B \operatorname{Tr} A C+2((B[A C]))$.
Thus Lemma 2(ii) becomes
(b) $A B \cdot C=A \cdot[B C]-\frac{1}{2} \operatorname{Tr} A \cdot B C-\frac{B}{n(n-1)}$

$$
\begin{aligned}
& \times \operatorname{Tr} A C-\frac{2}{n-2}[B((A C))] \\
& -\frac{2}{n-2}((B[A C]))+B: W A \otimes C .
\end{aligned}
$$

(Note here that $\operatorname{Tr} A C \in \Lambda^{0} \otimes \underline{G}$. We could also have written $-[1 /(n-1)] B \cdot \operatorname{Tr} A C$, meaning $\operatorname{Tr} A C \in S^{2} \otimes \underline{G}$ by inclusion.)

Finally, using the previous lemma,
(c) $R A B \otimes C=-R C \otimes A B=-R W C \otimes[A B]-R C \cdot[A B]-R C \otimes((A B))-R C \otimes \operatorname{Tr} A B$

$$
\begin{aligned}
& =-R W C \otimes[A B]-R((C \cdot[A B]))-R \operatorname{Tr} C \cdot[A B]-R C \otimes((A B))-C(1 / n) \operatorname{Tr} A B \\
& =-R W C \otimes[A B]+[2 /(n-2)]((C \cdot[A B]))-[1 /(n-2)] \operatorname{Tr} A \cdot B C-R C \otimes((A B))-C(1 / n) \operatorname{Tr} A B .
\end{aligned}
$$

Then combining these results and comparing with the spin decomposition (2.10) we see
(d) $W A \otimes[B C]$

$$
\begin{aligned}
= & 2\left(1 \otimes \Lambda^{2}\right)(W A \otimes B) \cdot C-R W C \otimes[A B] \\
& +B: W A \otimes C-R B \otimes((A C)) \\
& -[2 /(n-2)][B((A C))]
\end{aligned}
$$

i.e., we obtain the lemma. We see as a check that $W A \otimes[B C]$ is contractionless. The second part (ii) follows easily from (2.13) and (i) by adding cyclic permutations.

We are now able to complete the proof of Theorem 1 (i). Under the conditions of the theorem the last lemma (i) becomes, with $A, B, C \in \Lambda^{2} \otimes \underline{G}$,

$$
\begin{align*}
W A \otimes[B C]= & -(R / 2) W B \otimes[A C] \\
& -(R / 2) W C \otimes[A B] \Rightarrow \bar{\omega} A \otimes[B C]=0 \tag{2.40}
\end{align*}
$$

using Lemma 3 (i). Writing $\alpha=[2 /(n-2)]$ we have, from Lemma 3(ii),

$$
\begin{aligned}
R \omega A \otimes[B C]= & -\alpha^{2} \omega B \otimes[A C] \\
& +\alpha \omega A \otimes[B C]-\alpha^{2} \omega C \otimes[A B]
\end{aligned}
$$

Inserting cyclic permutations into (2.39) we have

$$
\begin{aligned}
2 \omega A \otimes[B C]= & \left(\alpha^{2}-\alpha\right) \omega C \otimes[B A] \\
& +\left(\alpha^{2}-\alpha\right) \omega B \otimes[C A]+2 \alpha^{2} \omega A \otimes[B C]
\end{aligned}
$$

So for $n \neq 4$ we have
$\omega A \otimes[B C]+(1 / n) \omega C \otimes[B A]+(1 / n) \omega B \otimes[C A]=0$

$$
\Rightarrow(1-1 / n) \omega A \otimes[B C]=0
$$

which completes the proof of (2.22) and Theorem $1(i)$, where $[A],[B],[C] \in \Lambda^{2} \otimes G$ as used in all our lemmas. In $n=4$ we can only conclude that $\bar{\omega} A \otimes[B C]=0$, which is true for the class of self-dual fields (2.16). One may be able to prove it only assuming as much for $A \otimes B, B \otimes C, C \otimes A$.

To prove Theorem 1(ii), since all the results of Theorem 1(i) hold we have $W\left(A \otimes A^{2}\right)=0$. Now $A^{2} \in \Lambda^{2} \otimes \underline{G}$ auto-
matically by (2.13) and $A \cdot A^{2} \in\left(\Lambda^{2} \oplus \Lambda^{0}\right) \otimes G$, etc. We have to show that the traces $\operatorname{Tr} A \cdot A^{2}$, etc., all vanish. Using Lemma 2(i),

$$
\begin{aligned}
\operatorname{Tr} A^{p-m} \cdot A^{m} \stackrel{\operatorname{def}}{\equiv} & \operatorname{Tr} A^{p-m} \cdot\left(A \cdot A^{m-1}\right) \\
= & -\operatorname{Tr} A \cdot\left(A^{m-1} \cdot A^{p-m}\right) \\
& -\operatorname{Tr} A^{m-1} \cdot\left(A^{p-m} \cdot A\right)
\end{aligned}
$$

We assume as an induction hypothesis that the result holds for $p-1$, i.e.,

$$
\begin{equation*}
A^{m^{\prime}} \cdot A^{m^{\prime \prime}}=A^{m^{\prime}+m^{\prime \prime}} \in \Lambda^{2} \otimes G, \quad \forall 2 \leqslant m^{\prime}+m^{\prime \prime} \leqslant p-1 \tag{2.41}
\end{equation*}
$$

(true for $p-1=2$ ).
Thus for $1<m<p$, using Lemma 2(i),

$$
\begin{aligned}
a_{m} \equiv \operatorname{Tr} A^{p-m} \cdot A^{m} & =\operatorname{Tr} A^{p-1} \cdot F+\operatorname{Tr} A^{p-m+1} \cdot A^{m-1} \\
& =a_{1}+a_{m-1} \therefore=m a_{1}=-a_{p-m}
\end{aligned}
$$

by (2.41) assumption; therefore $m a_{1}=-(p-m) a_{1}$ $\Rightarrow a_{1}=0$.

Thus from Theorem 1 (i)

$$
A^{p-m} \cdot A^{m}=A^{p-m+1} \cdot A^{m-1} \cdots=A^{p} \in \Lambda^{2} \otimes \underline{G}
$$

This concludes the proof of Theorem 1.
We now investigate the case $W(F, F)=0$. From Theorem 1 (ii) we see that now $F^{m} F^{m^{\prime}}=F^{m+m^{\prime}} \in \Lambda^{2} \otimes \underline{G}$ (anti-Hermitian in $G$ ) and

$$
\begin{align*}
{\left[F_{\mu \nu}^{m},\right.} & \left.F_{\alpha \beta}^{m^{\prime}}\right] \\
= & {[1 /(n-2)]\left(g_{v \alpha} F_{\mu \beta}^{m+m^{\prime}}\right.} \\
& \left.-g_{v \beta} F_{\mu \alpha}^{m+m^{\prime}}-g_{\mu \alpha} F_{v \alpha}^{m+m^{\prime}}+g_{\mu \beta} F_{v \alpha}^{m+m^{\prime}}\right) \tag{2.42}
\end{align*}
$$

Theorem 2: For $\underline{G}$ finite dimensional, $n>4$ and generically,

$$
\begin{align*}
& W(F, F)=0 \\
& \quad \Rightarrow \underline{H}_{0} \equiv \text { primitive holonomy }=\stackrel{q}{i=i} \underset{\mathbf{S O}}{ }(n)_{C}, \tag{2.43}
\end{align*}
$$

for some integer $q$. Except for singular points this integer $q$ should be constant over the manifold. (This will not be prov-
en here; cf. Ref. 9.) The decomposition is over $\mathbb{C}$.
Since the Lie algebra $\underline{H}_{0}=\left\{F_{\mu \nu}\right\} \subseteq \underline{G}$ is finite dimensional, there exists $q$ such that (with $\mu_{k}$ real for $F$ anti-Hermitian in $\underline{G}$ )

$$
F^{q+1}=\mu_{q} F^{q}+\cdots+\mu_{1} F .
$$

$$
\begin{aligned}
& E^{(i)}(F)=\sum_{r} e_{r}^{(i)} F^{r} \\
& E^{(i)}(F) \cdot E^{(i)}(F)=\left.\delta^{i j}\left(q-t \frac{\partial}{\partial t}\right) P(t)\right|_{t=\lambda^{(i)}} E^{(j)}(F),
\end{aligned}
$$

Proof:

$$
\underline{\Delta}=\left(\begin{array}{ccccc}
0 & & & & \mu_{1} \\
1 & 0 & & & \\
& 1 & \ddots & & \vdots \\
& & \ddots & 0 & \\
& & & 1 & \mu_{q}
\end{array}\right)
$$

represents $F$ acting as the ring of polynomials in $F$, $F \cdot a_{k} F^{k}=(\Lambda a)_{k} F^{k}$, and has eigenvalues $\lambda^{(i)}$ and eigenvectors $e^{(i)}$ given by solutions of

$$
\begin{aligned}
&\left(\begin{array}{ccccc}
0 & & & & \mu_{1} \\
1 & 0 & & & \\
& 1 & \ddots & & \vdots \\
& & \ddots & 0 & \\
& & 1 & \mu_{q}
\end{array}\right)\left(\begin{array}{c}
e_{1} \\
\vdots \\
e_{q}
\end{array}\right)=\lambda\left(\begin{array}{c}
e_{1} \\
\vdots \\
e_{q}
\end{array}\right), \\
& e_{1}=\mu_{1}\left(\frac{1}{\lambda}\right) e_{q} \cdots \\
& \Rightarrow e_{q}=\frac{1}{\lambda}\left(\mu_{q}+\frac{1}{\lambda}\left(\mu_{q-1}+\cdots+\frac{1}{\lambda} \mu_{1}\right) \cdots\right) e_{q}
\end{aligned}
$$

Thus
$\lambda^{q}=\sum_{r=1}^{q} \mu_{r} \lambda^{r-1}$,
$e_{r}=\lambda^{-r} \sum_{k=1}^{r} \mu_{k} \lambda^{k-1}=\lambda^{q-r}-\sum_{\imath \equiv k-r=1}^{q-r} \mu_{r+i} \lambda^{\iota-1}$.
Then $E^{(i)}(F)$ acts on $E^{(j)}(F)$ as

$$
\begin{aligned}
e_{r}^{(i)} \lambda^{(j) r} & =\sum_{r=1}^{q} \lambda^{(j) r} \lambda^{(i)-r}\left(\sum_{k=1}^{r} \mu_{k} \lambda^{(i) k-1}\right) \\
& =\sum_{k=1}^{q} \sum_{r=k}^{q} \lambda^{(j) r} \lambda^{(i)-r} \mu_{k} \lambda^{(i) k-1} \\
& =\sum_{k=1}^{q} \mu_{k} \lambda^{(i) k-1} \alpha^{k} \sum_{r=k}^{q} \alpha^{r-k}, \quad \alpha \equiv \frac{\lambda^{(j)}}{\lambda^{(i)}}
\end{aligned}
$$

for

$$
\begin{aligned}
\lambda^{(j)} \neq \lambda^{(i)}: & =\sum_{k=1}^{q} \mu_{k} \lambda^{(i) k-1} \alpha^{k}\left(\frac{1-\alpha^{q-k+1}}{1-\alpha}\right) \\
& =\frac{\lambda^{(j)}-\lambda^{(j) q}}{\lambda^{(i)}-\lambda^{(j)}}-\frac{\alpha^{q+1}}{1-\alpha} \sum_{k=1}^{q} \mu_{k} \lambda^{(i) k-1}=0
\end{aligned}
$$

Define

$$
P(t)=\sum_{k=1}^{q} \mu_{k} t^{k-1}
$$

Explicitly in terms of the data ( $\mu_{k}$ ) and independent of the signature of $g$,
$\left\{\begin{array}{l}e_{r}^{(i)}=\left(\lambda^{(i)}\right)^{-r} \sum_{k=1}^{r} \mu_{k} \lambda^{(j) k-1} \quad \text { (nondegenerate case), } \\ \text { where } \lambda^{q}=p(\lambda) \text { has solutions } \lambda^{(i)} \text { over } \mathbb{C} . \text { Complex } \\ \text { solutions give conjugate pairs } E^{(i)}, \bar{E}^{(i)} \text { for } \mu_{k} \text { real. }\end{array}\right.$

$$
\begin{aligned}
\lambda^{(j)}=\lambda^{(i)}: & =\sum_{k=1}^{q} \mu_{k} \lambda^{(j) k-1}(q-k+1) \\
& =\left.\left(q-t \frac{\partial}{\partial r}\right) P(t)\right|_{t=\lambda^{(j)}} .
\end{aligned}
$$

It remains only to normalize the generators $E^{(i)}$ to obtain generators of $\mathrm{SO}(n)$. (The degenerate cases $\lambda^{(i)}=\lambda^{(j)}$, $j \neq i, E^{(i)}=E^{(j)}$ leave open a variety of exceptional spaces, for example, $\lambda^{(i)} \equiv \mu_{k} \equiv 0$, i.e., $F^{q+1}=0$.)

This concludes our purely algebraic considerations.
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## APPENDIX: EXISTENCE AND SOME EXAMPLES

(1) The prototypical example of a $W(F, F)=0$ connection is, according to Theorem 2, the one-quasi-instanton with curvature

$$
\begin{align*}
& F=\left[4 \lambda^{2} /\left(\lambda^{2}+x^{2}\right)^{2}\right] \Sigma  \tag{A1}\\
& \Sigma_{\mu \nu} \equiv \frac{1}{4}\left[\gamma_{\mu}, \gamma_{\nu}\right], \quad\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu v}
\end{align*}
$$

which, for $n=4$, is an instanton and an anti-instanton in each $\mathrm{SO}(3) \equiv \mathrm{SU}(2) / Z_{2}$ factor. (For higher dimensions they still play a vital role and have been termed quasi-instantons. $)^{4}$ Here $\Sigma$ in the Clifford algebra generates rotations in $\mathrm{SO}(n)$, and the $\mathrm{SO}(n-1)$ factors are picked out by the projection

$$
\begin{align*}
& \Sigma_{ \pm}=\left[\left(1 \pm i^{n / 2} \Gamma\right) / 2\right] \Sigma  \tag{A2}\\
& \Gamma=\gamma^{0} \gamma^{1} \cdots \gamma^{n-1}, \quad \Gamma^{2}=(-1)^{n / 2}
\end{align*}
$$

From this it is very easy to prove that in $n=4 k$ dimensions these obey the so-called generalized self-duality ${ }^{10}$ (chirality),

$$
\begin{align*}
\Lambda^{n / 2} & \otimes \operatorname{Cliff}\left(\mathbb{R}^{n}\right) \ni * \Sigma \wedge \Sigma \wedge \cdots \wedge \Sigma \\
& \equiv * \Sigma^{n / 2}=\Gamma \Sigma^{n / 2}= \pm \iota^{n / 2} \Sigma^{n / 2} \tag{A3}
\end{align*}
$$

The above construction is well known for $n=4 .{ }^{11}$ One may easily see that for $n \geqslant 4$ the quasi-instanton instead extremizes the action
$\int_{M}\|F\|^{n / 2}$,
and that in fact there is an $O(n+1)$ symmetry up to gauge transformations. ${ }^{11}$ Typically, as checked for $n=8$ in Ref. 10, they are also related to topological lower bounds.
(2) Let $L_{\mu \nu}^{(m)}, m \in \mathbb{Z}$, denote the operators generating a Kac-Moody algebra $\mathbf{S O}(n)$ defined by the structure relations $L_{\mu v}^{(m)}=-L_{\nu \mu}^{(m)}$ and relations of the form

$$
\begin{aligned}
{\left[L_{\mu \nu}^{\left(m_{1}\right)}, L_{\alpha \beta}^{\left(m_{2}\right)}\right]=} & {[1 /(n-2)]\left(g_{v \alpha} L_{\mu \beta}^{\left(m_{1}+m_{2}\right)}\right.} \\
& -g_{\mu \alpha} L_{\nu \beta}^{\left(m_{1}+m_{2}\right)}-g_{\nu \beta} L_{\mu \alpha}^{\left(m_{1}+m_{2}\right)} \\
& \left.+g_{\mu \beta} L_{v \alpha}^{\left(m_{1}+m_{2}\right)}\right) \\
& +c_{n}\left(m_{1}, m_{2}\right)\left(g_{v \alpha} g_{\mu \beta}-g_{\mu \alpha} g_{v \beta}\right)
\end{aligned}
$$

where $c$ is the central extension. From this we see that the $L^{(m)}$ fulfill all the requirements of Theorem 1 (i). In accordance with the theorem the $L^{(m)}$ under the product $\circ$ form an almost commutative algebra. In the present case it is clear that the noncommutativity is due to the presence of the central extension $c$, and that the algebra is in fact associative because the Tr terms are proportional to the identity. This is central so it contributes nothing in (2.21).

Again, our "Liouville theorem" asserts this is the prototypical example in the infinite-dimensional case. Namely, suppose instead we are given just three operator-valued matrices $L^{(0)}, L^{(1)}$, and $L^{(-1)}$, obeying a relation of the general form above-perhaps a more complicated operator in the extension-and $n>4$. Then define $L^{( \pm m)}=\left(L^{( \pm 1)}\right)^{m}$. By Theorem 1 (ii) these are all antisymmetric operator-valued matrices and obey the same relation as the Kac-Moody algebra above, except that the theorem does not predict anything about the extension term, only that such trace terms are allowed by the algebra.
(3) Finally, we give an intuitive estimate of how hard it is to satisfy $W(F, F)=0$. For $C^{0} \equiv\left\{F_{\mu \nu}\right\} \subset \underline{G}$ let

$$
\operatorname{dim}\left[C^{0}, C^{0}\right]=\lambda \operatorname{dim} C^{0}
$$

as vector spaces in $G$. Then the dimension of the solution space per $\operatorname{dim} C^{0^{-}}$is essentially [using (2.10) with $W(F, F)=\bar{\omega}(F, F)]$
$\frac{\operatorname{dim} F-\operatorname{dim} W(F, F)}{\operatorname{dim} C^{0}}$
$=\frac{n(n-1)}{2}-\frac{(n-3)(n-1) n(n+2)}{8} \lambda$
$=\frac{n(n-1)}{2}\left(1-\lambda \frac{(n-3)(n+2)}{4}\right)$.

So the critical $\lambda$ above which there are no solutions is, for example,

$$
\begin{array}{ll}
n=4, & \lambda=\frac{2}{3} \\
n=5, & \lambda=\frac{2}{3} \\
n=6, & \lambda=\frac{1}{6} .
\end{array}
$$

So long as $\lambda>0$ there should be a class of sparse matrices for which $W(F, F)=0$ holds identically. For example, in $n=4$ we have seen that the class of all $F_{\mu \nu}^{a}$, with self-dual and anti-self-dual parts decoupled, leaves behind in [ $C^{0}, C^{0}$ ] just $\frac{2}{3}$ of the possible cases

$$
\left[F_{+\mu \nu}, F_{+\alpha \beta}\right],\left[F_{-\mu \nu}, F_{-\alpha \beta}\right],\left[F_{+\mu \nu}, F_{-\alpha \beta}\right]=0
$$

and is just the class for which $W(F, F)=0$ in $n=4$. This estimate shows quantitatively how $W(F, F)$ generalizes selfduality to higher dimensions where it involves $\underline{G}$ in a more detailed way.
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${ }^{5}$ D. Freed and K. Uhlenbeck, Instantons and Four Manifolds (Springer, New York, 1984).
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A detailed study of the degenerate representations of the $U(1) \times U(1)$ conformal current algebra and field-theoretical models based on it is presented. The main peculiarity of these models is that they contain an infinite set of fields with unfixed anomalous dimensions. Simple fusion rules for these fields are found, and their four-point functions are calculated explicitly. The case of Thirring-like two-dimensional models is discussed in detail.

## I. INTRODUCTION

The recent applications of the methods of the short-distance operator product expansions (OPE's) to different two-dimensional, field-theoretical, critical statistical and string models ${ }^{1-12}$ are based on the specific properties of the reducible representations of the Virasoro algebra. ${ }^{2}$ The crucial property is that for each value of the central charge $0<c \leqslant 1$ and for special values of the conformal dimensions there exist "null vectors" in the representation space. ${ }^{1,2}$ Then as a consequence of the conformal invariance and the null vector condition, only a finite number of conformal families contribute to the OPE of two degenerate representations (giving rise to the so-called fusion rules ${ }^{1}$ ). It turns out that because of the fusion rules, the associative OPE algebra of the fields corresponding to these degenerate representations is closed under the usual OPE multiplication. In this way, for each value of $0<c \leqslant 1$ we have a finite-dimensional associative algebra of the conformal fields, which defines a socalled minimal model. An important property of these models is that due to the existence of null vectors, the four-point functions of the fields satisfy specific differential equations and can be found explicitly ${ }^{7}$ (the same is true in principle also for the $n$-point functions).

In the cases where $c \geqslant 1$ (for $c=1, \Delta \neq n^{2} / 4, n=0,1, \ldots$ ), because of the absence of null vectors the infinite conformal symmetry is not enough to find the exact solutions of the corresponding models. This problem has a simple solution for models (with $c \geqslant 1$ ) possessing a symmetry larger than the conformal one, such as the minimal models with $N=1,2,3$ extended superconformal symmetry ${ }^{4,10-13}$ and the conformal current-algebra models. ${ }^{3,6,9}$ In these cases the null vectors of the larger algebra of symmetry (the conformal subalgebra has no null vectors for $c>1$ ) lead to corresponding new fusion rules, which in turn provide equations for the four-point functions. ${ }^{4,11,12}$ For each fixed value of

[^16]$c \geqslant 1$, the corresponding minimal model (with larger symmetry) contains only a finite set of fields whose dimensions are rational numbers given by Kac-type formulas. ${ }^{14}$

Since many of the well-known two-dimensional models with $c \geqslant 1$ and based on the conformal current algebras such as the Thirring model $(c=1)$ or the string models ( $c=D$, $D=$ positive integer) contain fields with arbitrary (nonquantized) anomalous dimensions, a natural question arises as to whether these models have all the properties of the minimal models, i.e., null vectors, fusion rules, and equations for four-point functions but without $\mathrm{Kac}^{2}$ quantization of the dimensions. The positive answer to this question is based on the properties of the degenerate representations of the $\mathrm{U}(1)^{\otimes D} \otimes \mathrm{U}(1)^{\otimes D}$ chiral conformal current algebra. ${ }^{15}$ In this case the only new property is that we do not have a finite closed OPE algebra of the fields, but nevertheless, because of the existence of null vectors in the full algebra, we have simple fusion rules for this infinite set of primary fields ${ }^{1}$ (of the full algebra), and the calculation of their four-point functions is straightforward. The main part of these results can be seen immediately from the "bosonization rules" for the representations of the $\mathrm{U}(1)^{\otimes D}$ conformal current algebra. ${ }^{15}$

In this paper we present a detailed study of minimal models based on the representations of the conformal $\mathrm{U}(1) \times \mathrm{U}(1)$ current algebra in two-dimensional Minkowski space-time. This algebra can be written as a direct sum of two "one-dimensional" $\mathrm{U}(1)$ current algebras (CA's) (right: $L_{n}, J_{n}$; and left: $\bar{L}_{n}, \bar{J}_{n}$ ):

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(n-m) L_{n+m}+(c / 12) n\left(n^{2}-1\right) \delta_{n+m, 0}, \tag{1.1a}
\end{equation*}
$$

$\left[L_{n}, J_{m}\right]=-m J_{n+m}$,
$\left[J_{n}, J_{m}\right]=n \delta_{n+m, 0}, \quad m, n \in \mathbf{Z}$,
and the same for $\bar{L}_{n}, \bar{J}_{n}$. We shall study the field-theoretical models in the compactified Minkowski space-time $\bar{M}$,

$$
\begin{aligned}
\bar{M}=S^{1} \times S^{1}= & \{(z, \bar{z}): \stackrel{(-)}{z}=(\stackrel{(-)}{\xi}+i) /(1+i \bar{\xi}) \\
& \left.\xi=x^{1}-x^{0}, \bar{\xi}=-x^{1}-x^{0},|\bar{z}|=1\right\}
\end{aligned}
$$

that are invariant under local reparametrizations $z \rightarrow w=w(z)[\bar{z} \rightarrow \bar{w}=\bar{w}(\bar{z})]$ and local $U(1) \times U(1)$ gauge transformations. Due to the splitting of the variables $z$ and $\bar{z}$ we can consider only the right counterpart of these models, leaving two-dimensional constructions to the last section of this paper.

The reparametrizations are generated by the symmetric, conserved, and traceless stress-energy tensor $\Theta_{\mu v}$, and hence with two independent components $\Theta(\xi)$ and $\bar{\Theta}(\bar{\xi})$ only.

In the compact picture we have

$$
\begin{aligned}
& \left.T(z)=-\left[8 \pi /(1-i z)^{4}\right] \Theta[(z-i) / 1-i z)\right] \\
& \bar{\partial} T(z)=0=\partial \bar{T}(\bar{z})
\end{aligned}
$$

and $T(z)$ transforms inhomogeneously under reparametrization:
$T(z) \rightarrow \widetilde{T}(z)=\left(w^{\prime}(z)\right)^{2} T(w(z))+\frac{c}{12}\left(\frac{w^{\prime \prime}}{w^{\prime}}-\frac{3}{2}\left(\frac{w^{\prime \prime}}{w^{\prime}}\right)^{2}\right)$.
The conserved current $j^{\mu}(x)$ and its dual $j_{5}^{\mu}(x)=\varepsilon^{\mu v} j_{v}(x)$ generate the $U_{L}(1) \times \mathrm{U}_{R}(1)$ local gauge transformations, and in the light-cone variables we have
$\stackrel{(-)(-)}{j}(\xi)=j_{0}(x) \stackrel{(-)}{+} j_{1}(x), \quad \bar{\partial}_{j}(\xi)=0$,
$J(z)=-\left[4 \pi i /(1-i z)^{2}\right] j[(z-i) /(1-i z)], \bar{\partial} J(z)=0$,
on the unit circle. The current $J(z)$ has anomalous gauge transformations,

$$
\begin{equation*}
J(z) \rightarrow \tilde{J}(z)=J(z)+u^{\prime}(z) \tag{1.3}
\end{equation*}
$$

and transforms homogeneously under reparametrizations:

$$
\begin{equation*}
J(z) \rightarrow \tilde{J}(z)=w^{\prime}(z) J(w(z)) \tag{1.4}
\end{equation*}
$$

According to (1.2)-(1.4), for infinitesimal transformations $w(z)=z+\varepsilon(z)$ and $u(z)=1+v(z)$ we obtain

$$
\begin{align*}
& \delta_{\varepsilon} T(z)=\left(\varepsilon(z) \partial+2 \varepsilon^{\prime}(z)\right) T(z)+c / 12 \varepsilon^{\prime \prime \prime}(z) \\
& \delta_{\varepsilon} J(z)=\left(\varepsilon(z) \partial+\varepsilon^{\prime}(z)\right) J(z)  \tag{1.5}\\
& \delta_{v} J(z)=v^{\prime}(z)
\end{align*}
$$

Equations (1.5) can be rewritten in the form of operator product expansions ${ }^{3}$ :
$T\left(z_{1}\right) T\left(z_{2}\right)=\frac{c}{2 z_{12}^{4}}+\frac{2}{z_{12}^{2}} T\left(z_{2}\right)+\frac{1}{z_{12}} T^{\prime}\left(z_{2}\right)+O(1)$,
$T\left(z_{1}\right) J\left(z_{2}\right)=\left(1 / z_{12}^{2}\right) J\left(z_{2}\right)+\left(1 / z_{12}\right) J^{\prime}\left(z_{2}\right)+O(1)$,
$J\left(z_{1}\right) J\left(z_{2}\right)=1 / z_{12}^{2}+2 T\left(z_{2}\right)+O\left(z_{12}\right)$,
where the normalization of the $c$-number term in Eq. (1.6c) is due to our choice

$$
\left\langle J\left(z_{1}\right) J\left(z_{2}\right)\right\rangle=1 / z_{12}^{2}
$$

Using the standard definition of the normal product,

$$
: J^{2}(z):=\lim _{z_{1} \rightarrow z_{2}=z}\left\{J\left(z_{1}\right) J\left(z_{2}\right)-\left\langle J\left(z_{1}\right) J\left(z_{2}\right)\right\rangle\right\}
$$

in Eq. (1.6c) and taking the limit, we get the well-known Sugawara formula

$$
\begin{equation*}
T(z)=\frac{1}{2}: J^{2}(z): \tag{1.7}
\end{equation*}
$$

Equations (1.6), written in terms of the Laurent coefficients of the fields $T(z)$ and $J(z)$,

$$
\begin{array}{ll}
T(z)=\sum_{n \in \mathbb{Z}} \frac{L_{n}}{z^{n+2}}, \quad L_{n}=\oint_{c} T(z) z^{n+1} d z \\
J(z)=\sum_{n \in \mathbb{Z}} \frac{J_{n}}{z^{n+1}}, \quad J_{n}=\oint_{c} J(z) z^{n} d z \tag{1.8}
\end{array}
$$

take the form (1.1) of the $\mathrm{U}(1)$ conformal current algebra. The Sugawara formula for the Laurent coefficients $L_{n}, J_{n}$,

$$
\begin{equation*}
L_{n}=\frac{1}{2}\left(\sum_{k>-n}+\sum_{k>1}\right) J_{-k} J_{n+k}, \tag{1.9}
\end{equation*}
$$

demonstrates that the Virasoro algebra belongs to the enveloping algebra of the $U(1)$ current algebra.

The main building blocks in the construction of the minimal models invariant under transformations of the algebra (1.1) are the so-called primary fields. ${ }^{1}$ They transform homogeneously under reparametrizations and local $U(1)$ gauge transformations,

$$
\begin{align*}
& \delta_{\varepsilon} \phi_{\Delta, q}(z)=\left(\varepsilon(z) \partial+\Delta \varepsilon^{\prime}(z)\right) \phi_{\Delta, q}(z)  \tag{1.10}\\
& \delta_{v} \phi_{\Delta, q}(z)=-q v(z) \phi_{\Delta, q}(z)
\end{align*}
$$

or, equivalently, in terms of $L_{n}$ and $J_{n}$,

$$
\begin{align*}
& {\left[L_{n}, \phi_{\Delta, q}(z)\right]=\left(z^{n+1} \partial+(n+1) \Delta z^{n}\right) \phi_{\Delta, q}(z)}  \tag{1.11a}\\
& {\left[J_{n}, \phi_{\Delta, q}(z)\right]=-q z^{n} \phi_{\Delta, q}(z), \quad n \in \mathbb{Z}} \tag{1.11b}
\end{align*}
$$

where each primary field $\phi_{\Delta, q}$ is completely determined by its dimension $\Delta$ and by its $U(1)$ charge $q$ for fixed $c$.

The Hermitian conjugate field $\phi_{\Delta, q}^{*}(z)$ has a charge opposite to $\phi_{\Delta, q}(z)$; so we have

$$
\begin{equation*}
\left[J_{n}, \phi_{\Delta, q}^{*}(z)\right]=q z^{n} \phi_{\Delta, q}^{*}(z), \quad n \in \mathbb{Z} \tag{1.11c}
\end{equation*}
$$

We shall use also the following more compact form of these commutation relations:

$$
\begin{align*}
& {\left[T^{(-)}(z), \phi\left(z^{\prime}\right)\right]=\left(\frac{1}{z-z^{\prime}} \frac{\partial}{\partial z^{\prime}}+\frac{\Delta}{\left(z-z^{\prime}\right)^{2}}\right) \phi\left(z^{\prime}\right),} \\
& {\left[J^{(-)}, \phi\left(z^{\prime}\right)\right]=-\left[q /\left(z-z^{\prime}\right)\right] \phi\left(z^{\prime}\right),} \tag{1.12}
\end{align*}
$$

where

$$
T^{(-)}(z)=\sum_{n=0}^{\infty} \frac{L_{n}}{z^{n+2}}
$$

and

$$
J^{(-)}=\sum_{n=0}^{\infty} \frac{J_{n}}{z^{n+1}} .
$$

The properties of both the primary states ${ }^{1}$ [corresponding to the primary fields (1.10)] and the null vectors presented in the next section are the basic tool in our examination of the $U(1)$ conformal current-algebra fusion rules. These rules determine the structure of the conformal field OPE associative algebra (infinite dimensional in our case), which defines the corresponding minimal model. Since the Sugawara formula (1.7) implies that the central charge is uniquely fixed to be $c=1$, it seems that we have only one (1D) minimal model corresponding to this value of $c$. But the analogy with the minimal models of the Virasoro algebra, where for each fixed $c$ we have only one model, does not work in our case because of the absence of quantization of
the dimensions. In fact, the only restriction we have is the equality (2.4b)

$$
\Delta=q^{2} / 2
$$

Then following the fusion rules (2.13) and considering, for example, a conformal field with integer charge, we see that it creates an infinite set of fields with integer and half-integer dimensions only. Starting with the half-integer value of the charge we obtain another infinite set of fields with dimensions and charges different from the first ones. So we shall have many different models corresponding to $c=1$. Indeed, if we want to have a model with arbitrary (unfixed) anomalous dimension of the field, then we have only one infinite set of fields whose dimensions and charges are parametrized by the charge $q$ of the initial (primary) field $\phi_{\Delta, q}$. The conclusion is that the symmetries of the model are not enough to fix some critical values of the charge and of the anomalous dimension.

All the four-point functions of the fields of the model are calculated in Sec. III. The fourth section of the paper is devoted to the construction of two-dimensional models by different compositions of left and right one-dimensional models. We analyze in detail the case of the massless Thirring model, ${ }^{16,17}$ where $c=1$ and $|\Delta-\bar{\Delta}|=\frac{1}{2}$. In the last section we present our investigation of the reduction of the $U(1)$ conformal CA representations to the representation of the Virasoro subalgebra.

We will conclude this general discussion of the properties of $U(1)^{\otimes D}$ conformal CA minimal models with the case $c=D>1$ (say $D=26$ ). As is shown in our recent paper, ${ }^{15}$ the structure of the representations of the $U(1)^{\infty D}$ conformal current algebra is the same as in the case $c=1$. Then the corresponding minimal models contain an infinite set of conformal fields with arbitrary anomalous dimensions parametrized by $D$ arbitrary "charges" (or momenta) of the initial field. The case $D=26$ provided us with fusion rules for the string vertex operators and simple differential equations for the string vertices four-point functions.

The generalization of these results to the case of supersymmetric minimal models of $\mathrm{U}(1)^{\otimes D} \otimes \mathrm{CAR}^{\otimes D}$ superconformal current algebra (CAR is the canonical anticommutation relation algebra $\left\{\bar{\psi}_{n}^{i}, \psi_{n}^{j}\right\}=\delta_{n+m} \delta^{i j}$ ) seems to be straightforward.

## II. NULL VECTORS AND FUSION RULES

The representations of the $U(1)$ conformal current algebra (1.1) can be characterized by three numbers: dimension $\Delta$, charge $q$, and central charge $c$. Since the energy positivity implies positivity of the $L_{0}$, we shall be interested only in the lowest-weight representations of the algebra (1.1). Each representation of this kind is generated by the primary state $|\Delta, q\rangle$ defined as follows ( $c$ is fixed):

$$
\begin{align*}
& L_{0}|\Delta, q\rangle=\Delta|\Delta, q\rangle  \tag{2.1a}\\
& J_{0}|\Delta, q\rangle=q|\Delta, q\rangle  \tag{2.1b}\\
& J_{n}|\Delta, q\rangle=0=L_{n}|\Delta, q\rangle, \quad n>0 \tag{2.1c}
\end{align*}
$$

Then the representation space (called the conformal family of $|\Delta, q\rangle$ ) is spanned by the vectors

$$
\begin{aligned}
& L_{-n_{1}} \cdots L_{-n_{k}} J_{-m_{1}} \ldots J_{-m_{l}}|\Delta, q\rangle, \\
& \quad m_{1} \geqslant m_{2} \geqslant \ldots \geqslant m_{l}>0, \quad n_{1} \geqslant n_{2} \geqslant \ldots \geqslant n_{k}>0
\end{aligned}
$$

with charge $q$ and dimension $\Delta_{k, l}=\Delta+N_{k, l}$, where

$$
N_{k, l}=\sum_{i=1}^{k} n_{i}+\sum_{i=1}^{l} m_{i}
$$

is called "level" $N_{k, l}$. The correspondence between primary fields (1.11) and primary states (2.1) is given by the following almost obvious equality:

$$
\begin{equation*}
|\Delta, q\rangle=\phi_{\Delta, q}(0)|0\rangle \tag{2.2}
\end{equation*}
$$

The vacuum state $|0\rangle$ is a $\operatorname{SL}(2, R) \otimes \mathrm{U}(1)=\left\{L_{ \pm 1}, L_{0}, J_{0}\right\}$ invariant primary state with $\Delta=0=q$. Therefore we have

$$
L_{n}|0\rangle=0, \quad n \geqslant-1, \quad J_{n}|0\rangle=0, \quad n \geqslant 0 .
$$

The reducible (or "degenerate") representations of (1.1) are defined by the condition that there exists a state $|\Delta+N, q\rangle$ at level $N$ that is again a primary state. Using the definitions (2.1), (1.1), and the Hermiticity conditions $L_{n}^{*}=L_{-n}, J_{n}^{*}=J_{-n}$, it is easy to show that $|\Delta+N, q\rangle$ is orthogonal to each vector in the representation space spanned by $|\Delta, q\rangle$, that it has zero norm, and therefore that it can be consistently put equal to zero:

$$
\begin{equation*}
|\Delta+N, q\rangle=0 \tag{2.3}
\end{equation*}
$$

An important problem we have to solve is the explicit construction of the null vectors (2.3). For the first level ( $N=1$ ), Eqs. (2.1a), (2.1b), and (1.1a)-(1.1c) imply

$$
\left|\zeta^{(1)}\right\rangle=\left(L_{-1}+a_{1} J_{-1}\right)|\Delta, q\rangle
$$

Imposing that $\left|\zeta^{(1)}\right\rangle$ satisfies Eq. (2.1c) we get the relations

$$
\begin{align*}
& a_{1}=-q  \tag{2.4a}\\
& \Delta=q^{2} / 2 \tag{2.4b}
\end{align*}
$$

and finally

$$
\begin{equation*}
\left|\zeta^{(1)}\right\rangle=\left(L_{-1}-J_{0} J_{-1}\right)|\Delta, q\rangle=0 \tag{2.5}
\end{equation*}
$$

iff $\Delta=q^{2} / 2$. The same considerations at the second level give us

$$
\begin{equation*}
\left|\zeta^{(2)}\right\rangle=\left(L_{-2}-\frac{1}{2} J_{-1}^{2}-J_{0} J_{-2}\right)|\Delta, q\rangle=0 \tag{2.6}
\end{equation*}
$$

iff $c=1$ and $\Delta=q^{2} / 2$.
In principle we can continue this construction to higher levels, and at each level we find a new null vector without any new restriction on the parameters of the model: $c, \Delta, q$. This means that the primary state $|\Delta, q\rangle$ with $c=1, \Delta=q^{2} / 2$ is degenerate at each level $N \in \mathbb{Z}_{+}$(contrary to the case of the Virasoro degenerate primary states). In fact all these properties of degeneracy are coded within the Sugawara formula (1.9). Using the definition (2.1) and Eq. (1.9) we get the following general construction of the null vectors:
$\left|\zeta^{(n)}\right\rangle=\left(L_{-n}-\frac{1}{2} \sum_{k=0}^{n} J_{-k} J_{k-n}\right)|\Delta, q\rangle, \quad n \geqslant 0$
(iff $\Delta=q^{2} / 2$ and $c=1$ ). The null vector condition (2.5) can be written as an equation for the primary field $\phi_{\Delta, q}(z)$ corresponding to the primary state $|\Delta, q\rangle$ via Eq. (2.2). Taking into account Eqs. (1.11) we get for $\phi_{\Delta, q}$ the Thirring-like equation

$$
\begin{equation*}
\frac{\partial}{\partial z} \phi_{\Delta, q}(z)=-q: J(z) \phi_{\Delta, q}(z): \tag{2.8}
\end{equation*}
$$

where the normal product : : is given by

$$
\begin{equation*}
: J(z) \phi(z):=J^{(+)}(z) \phi(z)+\phi(z) J^{(-)}(z) \tag{2.9}
\end{equation*}
$$

and $J^{(+)}(z)=J(z)-J^{(-)}(z)$.
The key points in our construction of the fusion rules for degenerate primary fields of the algebra (1.1) are the null vector constructions (2.5) and (2.7) together with Eq. (2.4b) and the $\mathrm{U}(1)$ charge conservation law. Let us consider two degenerate primary fields $\chi_{1}(z), \chi_{2}(z)$, with dimensions $\Delta_{1}, \Delta_{2}$ and nonzero charges $q_{1}, q_{2}$ related through Eq. (2.4b):

$$
\Delta_{1,2}=\frac{1}{2} q_{1,2}^{2}
$$

In principle many conformal $U(1)$ current-algebra families can contribute to the OPE of these fields. We denote by $\theta^{(i)}(z), i=1,2, \ldots$, the primary fields of each one of these families, with dimension $\Delta^{(i)}$ and charge $q^{(i)}$. Because of the Sugawara formula (1.9), for each primary field of the algebra (1.1) we have

$$
\begin{equation*}
L_{0}\left|\Delta^{(i)}, q^{(i)}\right\rangle=\frac{1}{2} J_{0}^{2}\left|\Delta^{(i)}, q^{(i)}\right\rangle \tag{2.10a}
\end{equation*}
$$

or

$$
\begin{equation*}
\Delta^{(i)}=\frac{1}{2}\left(q^{(i)}\right)^{2} \tag{2.10b}
\end{equation*}
$$

which means that each primary field is degenerate at zero level [i.e., Eq. (2.10) presents the 0-level null vector.] Then taking only the leading term contributions in the well-known OPE formulas, ${ }^{18}$

$$
\begin{align*}
\chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right)= & \left\langle\chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right)\right\rangle+\sum_{>1} \frac{N_{120}^{(i)}}{N_{0}^{(i)}} z_{12}^{(i)}-\Delta_{1}-\Delta_{2} \\
& \times\left[\theta^{(i)}\left(z_{2}\right)+O\left(z_{12}\right)\right] \tag{2.11}
\end{align*}
$$

we can analyze the charge conservation law, commuting both sides of Eq. (2.11) and $J_{0}$ and using Eq. (1.11b), since the $\theta^{(i)}(z)$ fields are primary fields for the full algebra. We obtain the identity

$$
\begin{aligned}
& \sum_{i>1} \frac{N_{i 20}^{(i)}}{N_{o}^{(i)}} z_{12}^{(i)}-\Delta_{1}-\Delta_{2}\left[-\left(q_{1}+q_{2}\right) \theta^{(i)}\left(z_{2}\right)+O\left(z_{12}\right)\right] \\
& \quad=\sum_{D 1} \frac{N_{120}^{(i)}}{N_{o}^{(i)}} z_{12}^{(i)}-\Delta_{1}-\Delta_{2}\left[-q^{(i)} \theta^{(i)}\left(z_{2}\right)+O\left(z_{12}\right)\right],
\end{aligned}
$$

which proves the conservation of the $\mathrm{U}(1)$ charge, i.e.,

$$
\begin{equation*}
q^{(i)}=q_{1}+q_{2}, \quad \text { for each } i \geqslant 1 \tag{2.12}
\end{equation*}
$$

Therefore only one primary field $\phi_{\Delta, q}$ with charge $q=q_{1}+q_{2}$ and dimension $\Delta=\frac{1}{2}\left(q_{1}+q_{2}\right)^{2}$ contributes to the OPE (2.11) of the fields $\chi_{1}$ and $\chi_{2}$, and the fusion rule can be written symbolically

$$
\chi_{\Delta_{1}}^{q_{1}} \chi_{\Delta_{2}}^{q_{2}}=\left[\chi_{\Delta}^{q_{1}+q_{2}}\right]
$$

We denote with $\left[\chi_{\Delta}\right.$ ] the conformal family of the primary field $\chi_{\Delta}$.

Let us suppose we have a model with only two basic primary fields $\chi_{1,2}$ [together with their Hermitian conjugates $\chi_{1,2}^{*}$ with opposite $\mathrm{U}(1)$ charges]. Then we can write the fusion rules as follows:

$$
\begin{align*}
& \chi_{1} \chi_{1}^{*}=\chi_{2} \chi_{2}^{*}=[I] \\
& \chi_{1} \chi_{1}=[\xi], \quad q_{\xi}=2 q_{1}, \quad \Delta_{\xi}=2 q_{1}^{2}, \\
& \chi_{2} \chi_{2}=[\eta], \quad q_{\eta}=2 q_{2}, \quad \Delta_{\eta}=2 q_{2}^{2},  \tag{2.13a}\\
& \chi_{1} \chi_{2}=[\theta], \quad q_{\theta}=q_{1}+q_{2}, \quad \Delta_{\theta}=\frac{1}{2}\left(q_{1}+q_{2}\right)^{2}, \\
& \chi_{1} \chi_{2}^{*}=[\varphi], \quad q_{\varphi}=q_{1}-q_{2}, \quad \Delta_{\varphi}=\frac{1}{2}\left(q_{1}-q_{2}\right)^{2}
\end{align*}
$$

Repeating the same procedure for the composite primary fields $\xi, \eta, \ldots$ we have to introduce the new primary fields,

$$
\begin{aligned}
& \xi \chi_{1}=\left[\Xi_{1}\right], \\
& \xi \chi_{2}=\left[\Xi_{\Xi_{1}}=3 q_{1}, \quad \Delta_{\Xi_{1}}=\frac{9}{2} q_{1}^{2},\right. \\
& \xi q_{\Xi_{2}}=2 q_{1}+q_{2}, \quad \Delta_{\Xi_{2}}=\frac{1}{2}\left(2 q_{1}+q_{2}\right)^{2}, \\
& \left.\xi \widetilde{\Xi}_{1}\right], \\
& \xi q_{\Xi_{1}}^{*}=\left[\begin{array}{ll}
\widetilde{\Xi}_{2}
\end{array}\right], \quad q_{1}, \quad \Delta_{\Xi_{\Xi_{1}}}=2 q_{1}=\frac{1}{2} q_{1}^{2}, \\
& q_{2}, \quad \Delta_{\Xi_{2}}=\frac{1}{2}\left(2 q_{1}-q_{2}\right)^{2},
\end{aligned}
$$

(2.13b)
and the corresponding ones for $\eta, \theta, \varphi$ (indicated by $\mathrm{E}, \Theta$, and $\Phi$ ). We can continue this procedure, but already at this level we can completely verify the characterizing features of our model.
(i) At each step we must always introduce new composite primary fields; therefore we have an infinite set of them in the full associative algebra.
(ii) Nevertheless we perfectly control their $\mathrm{U}(1)$ and conformal properties.
(iii) Many of the families we find, going from level to level, are identical to other families; for example,

$$
\begin{align*}
& {\left[\widetilde{\Xi}_{1}\right]=\left[\widetilde{\Theta}_{2}\right]=\left[\Phi_{2}\right]=\left[\chi_{1}\right], \quad\left[\widetilde{E}_{2}\right]=\left[\widetilde{\Theta}_{1}\right]=\left[\chi_{2}\right]} \\
& {\left[\Theta_{1}\right]=\left[\Xi_{2}\right], \quad\left[\Theta_{2}\right]=\left[E_{1}\right], \quad\left[\Phi_{1}\right]=\left[\widetilde{\Xi}_{2}\right]}  \tag{2.14}\\
& {\left[\widetilde{\Phi}_{1}\right]=\left[\chi_{2}^{*}\right], \quad\left[\widetilde{\Phi}_{2}\right]=\left[\widetilde{E}_{2}^{*}\right]}
\end{align*}
$$

## III. FOUR-POINT FUNCTIONS

In this section we shall show how conformal invariance, $U(1)$ charge conservation, and the existence of the null vector $\left|\zeta^{(1)}\right\rangle$ of Eq. (2.5) [together with the relations (2.4)] allow us to calculate the four-point function of any four primary fields $\chi_{i}(z)$, with $\mathrm{U}(1)$ charges $q_{i}$ and dimensions $\Delta_{i}=\frac{1}{2} q_{i}^{2}$, where $i=1,2,3,4$.

The projective Ward identities, obtained by imposing $\mathrm{sl}(2, R)$ invariance of the $N$-point functions, ${ }^{1}$ give us the general form of the four-point function,

$$
\begin{align*}
& \langle 0| \chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right) \chi_{3}\left(z_{3}\right) \chi_{4}\left(z_{4}\right)|0\rangle \\
& =z_{12}^{\Delta_{3}}+\Delta_{4}-\Delta_{1}-\Delta_{2} z_{13}^{-2 \Delta_{3}} z_{14}^{\Delta_{2}}+\Delta_{3}-\Delta_{1}-\Delta_{4} \\
& \quad \times z_{24}^{\Delta_{1}}-\Delta_{2}-\Delta_{3}-\Delta_{4} f(\eta), \tag{3.1a}
\end{align*}
$$

where

$$
\begin{equation*}
\eta:=z_{13} z_{24} / z_{12} z_{34} \tag{3.1b}
\end{equation*}
$$

and $f(\eta)$ is a function to be determined. The relation

$$
\begin{equation*}
\langle 0| \chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right) \chi_{3}\left(z_{3}\right) \chi_{4}\left(z_{4}\right) J_{0}|0\rangle=0 \tag{3.2a}
\end{equation*}
$$

with the help of Eq. (1.11b), leads to the $\mathrm{U}(1)$ charge conservation, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{4} q_{i}=0 \tag{3.2b}
\end{equation*}
$$

Translational invariance and the null vector condition (2.5) give us the relation
$\langle 0| \chi_{1}\left(z_{14}\right) \chi_{2}\left(z_{24}\right) \chi_{3}\left(z_{34}\right)\left(L_{-1}+q_{4} J_{-1}\right)\left|\chi_{4}\right\rangle=0$,
which, using Eqs. (1.11), provides us with the following first-order differential equation for the four-point function (3.1a):

$$
\left(\frac{\partial}{\partial z_{14}}+\frac{\partial}{\partial z_{24}}+\frac{\partial}{\partial z_{34}}-\frac{q_{1} q_{4}}{z_{14}}-\frac{q_{2} q_{4}}{z_{24}}-\frac{q_{3} q_{4}}{z_{34}}\right)
$$

$$
\begin{equation*}
\times\langle 0| \chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right) \chi_{3}\left(z_{3}\right) \chi_{4}\left(z_{4}\right)|0\rangle=0 \tag{3.3b}
\end{equation*}
$$

Inserting the expression (3.1a) into Eq. (3.3b) and making use of Eqs. (2.4b) and (3.2b), we transform Eq. (3.3b) into a first-order differential equation for $f(\eta)$,

$$
\begin{equation*}
\left(q_{2} q_{3} /(\eta-1)-q_{3} q_{4}\right) f(\eta)=\eta f^{\prime}(\eta) \tag{3.4}
\end{equation*}
$$

which we easily solve, getting the final result for the fourpoint function:
$\langle 0| \chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right) \chi_{3}\left(z_{3}\right) \chi_{4}\left(z_{4}\right)|0\rangle=C(q) \prod_{i<j=1}^{4} z_{i j}^{q_{i} q_{j}}$,
where $C(q)$ is a constant possibly dependent on $q_{i}$, $i=1,2,3,4$, and the $q_{i}$ 's are related to the conformal degrees $\Delta_{i}$ by Eq. (2.4b).

## IV. TWO-DIMENSIONAL MODELS: THE THIRRING MODEL

Let us consider a particular set of two-dimensional models (i.e., models in which fields are functions of both $z$ and $\bar{z}$ ) that can be "factorized" as products of two one-dimensional models of the same kind we dealt with in the previous section. To this end let us introduce two one-dimensional primary fields: $\chi(z)$ with $\mathrm{U}(\underline{1})$ charge $q$ and dimension $\Delta=\frac{1}{2} q^{2}$, and $\bar{\chi}(\bar{z})$ with $\bar{q}$ and $\bar{\Delta}=\frac{1}{2} \bar{q}^{2}$. We define the following two-dimensional field ( $q$ and $q$ are supposed to be nonzero):

$$
\begin{equation*}
\psi(z, \bar{z}):=\chi(z) \bar{\chi}(\bar{z}) \tag{4.1a}
\end{equation*}
$$

It is immediately seen, using Eqs. (1.11) and the analogous ones for the $\bar{z}$-dependent fields, that $\psi(z, \bar{z})$ is a primary field under both the left and right current and Virasoro algebras with dimensions

$$
\begin{equation*}
(\Delta, \bar{\Delta})=\left(\frac{1}{2} q^{2}, \frac{1}{2} \bar{q}^{2}\right) \tag{4.1b}
\end{equation*}
$$

and $U(1)$ charges
$(q, \bar{q})$.
Therefore its dimension is given by

$$
\begin{equation*}
d:=\Delta+\bar{\Delta}=\frac{1}{2}\left(q^{2}+\bar{q}^{2}\right) \tag{4.2a}
\end{equation*}
$$

while its helicity is given by

$$
\begin{equation*}
h:=\Delta-\bar{\Delta}=\frac{1}{2}\left(q^{2}-\bar{q}^{2}\right) \tag{4.2b}
\end{equation*}
$$

It is well known ${ }^{1,3,6}$ that, in order to have a local theory, fields must have integer or half-integer helicity (i.e., spin); therefore we shall put this constraint on Eq. (4.2b) when we shall deal with a concrete case in what follows.

The existence of the one-dimensional fusion rules of Sec. II and the complete factorization of the $z$ and $\bar{z}$ dependence allow us to write down immediately the fusion rules for the two-dimensional models we consider here. Let us suppose we have two primary fields,

$$
\begin{equation*}
\psi_{1}(z, \bar{z})=\chi_{1}(z) \bar{\chi}_{1}(\bar{z}) \tag{4.3a}
\end{equation*}
$$

with $U(1)$ charges $\left(q_{1}, \bar{q}_{1}\right)$, and

$$
\begin{equation*}
\psi_{2}(z, \bar{z})=\chi_{2}(z) \bar{\chi}_{2}(\bar{z}) \tag{4.3b}
\end{equation*}
$$

with $U(1)$ charges $\left(q_{2}, \bar{q}_{2}\right)$; their dimensions are given by Eq. (4.1b). Then taking into account the results of Sec. II, we have

$$
\begin{align*}
& \psi_{i}(z, \bar{z}) \psi_{i}(z, \bar{z})=\left[\Psi^{(i, i)}(z, \bar{z})\right], \quad i=1,2 \\
& \psi_{1}(z, \bar{z}) \psi_{2}(z, \bar{z})=\left[\Psi^{(1,2)}(z, \bar{z})\right]  \tag{4.4}\\
& \psi_{1}(z, \bar{z}) \psi_{2}^{*}(z, \bar{z})=\left[\widetilde{\Psi}^{(1,2)}(z, \bar{z})\right]
\end{align*}
$$

where the composite primary fields $\Psi$ are given by [see Eqs. (2.13a)]

$$
\begin{align*}
& \Psi^{(1,1)}(z, \bar{z})=\xi(z) \bar{\xi}(\bar{z}), \\
& \Psi^{(2,2)}(z, \bar{z})=\eta(z) \bar{\eta}(\bar{z}) \\
& \Psi^{(1,2)}(z, \bar{z})=\theta(z) \bar{\theta}(\bar{z})  \tag{4.5}\\
& \widetilde{\Psi}^{(1,2)}(z, \bar{z})=\varphi(z) \bar{\varphi}(\bar{z})
\end{align*}
$$

Their $\mathrm{U}(1)$ charges are given by

$$
\begin{align*}
& q_{\Psi^{(i, i)}}=2 q_{i}, \quad \bar{q}_{\Psi^{(i, i)}}=2 \bar{q}_{i}, \quad i=1,2, \\
& q_{\Psi^{(1,2)}}=q_{1}+q_{2}, \quad \bar{q}_{\Psi^{(1,2)}}=\bar{q}_{1}+\bar{q}_{2},  \tag{4.6}\\
& q_{\tilde{\Psi}^{(1,2)}}=q_{1}-q_{2}, \quad \bar{q}_{\tilde{\Psi}^{(1,2)}}=\bar{q}_{1}-\bar{q}_{2},
\end{align*}
$$

while their dimensions are easily recovered from Eq. (4.6) with the help of relation (4.1b).

Let us write, as an example, the OPE of $\psi_{1} \psi_{2}$; we have ${ }^{16}$

$$
\begin{align*}
\psi_{1}\left(z_{1}, \bar{z}_{1}\right) & \psi_{2}\left(z_{2}, \bar{z}_{2}\right) \\
= & \left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle+z_{12}^{\Delta_{12}}-\Delta_{1}-\Delta_{2} \bar{z}_{12}^{\bar{\Delta}}-\bar{\Delta}_{1}-\bar{\Delta}_{2} \\
& \times \sum_{n=0}^{\infty} z_{12}^{n} \sum_{m=0}^{\infty} \bar{z}_{12}^{m} \frac{N_{12 n, m}}{N_{n, m}} B^{-1}\left(\delta_{1}+n, \delta_{2}+n\right) \\
& \times B^{-1}\left(\bar{\delta}_{1}+m, \bar{\delta}_{2}+m\right) \\
& \cdot \int_{0}^{1} d u(1-u)^{\delta_{1}+n-1} u^{\delta_{2}+n-1} \\
& \cdot \int_{0}^{1} d v(1-v)^{\bar{\delta}_{1}+m-1} v^{\delta_{2}+m-1} \\
& \times \Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)}\left(z_{2}+u z_{12}, \bar{z}_{2}+v \bar{z}_{12}\right) \tag{4.7a}
\end{align*}
$$

where $N_{12 n, m}$ is the coefficient appearing in the three-point function
$\left\langle\psi_{1} \psi_{2} \Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)^{*}}\right\rangle$,
while $N_{n, m}$ is that appearing in the two-point function
$\left\langle\Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)} \Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)^{*}}\right\rangle$,
and the two-dimensional quasiprimary fields $\Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)}$ are
given by (for definitions and more details see Ref. 16)

$$
\begin{align*}
n!m! & \frac{N_{12 n, m}}{N_{n, m}} \Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)}(z, \bar{z}) \\
= & \lim _{z_{1,2}-z \bar{z}_{1,2}-\bar{z}} \lim _{n} D_{i}^{\left(\delta_{1}, \delta_{2}\right)}\left(\partial_{1}, \partial_{2}\right) D_{m}^{\left(\bar{\delta}_{1}, \bar{\delta}_{2}\right)}\left(\bar{\partial}_{1}, \bar{\partial}_{2}\right) \\
& \cdot\left\{z_{12}^{\Delta_{1}+\Delta_{2}-\Delta \bar{z}_{12}^{\bar{A}_{1}}+\bar{\Delta}_{2}-\bar{\Delta}_{\Delta}} \psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}\left(z_{2}, \bar{z}_{2}\right)\right\} \tag{4.7b}
\end{align*}
$$

Taking into account factorization, we easily find that

$$
\begin{equation*}
\frac{N_{12 n, m}}{N_{n, m}} \Psi_{\Delta+n, \bar{\Delta}+m}^{(1,2)}(z, \bar{z})=\frac{N_{12 n} \bar{N}_{12 m}}{N_{n} \bar{N}_{m}} \theta_{\Delta+n}(z) \theta_{\bar{\Delta}+m}(\bar{z}) \tag{4.8}
\end{equation*}
$$

If we now adopt the quasiprimary (one-dimensional) field normalization ${ }^{16}$

$$
\begin{equation*}
N_{12 n}=\Delta N_{n}, \quad n \geqslant 0, \tag{4.9a}
\end{equation*}
$$

supplemented by the analogous one for two-dimensional fields, i.e.,

$$
\begin{equation*}
N_{12 n, m}=\Delta \bar{\Delta} N_{n, m} \tag{4.9b}
\end{equation*}
$$

we get the complete factorization of the quasiprimary fields,

$$
\begin{equation*}
\Psi_{\Delta+n, \bar{\Delta}+m}(z, \bar{z})=\theta_{\Delta+n}(z) \bar{\theta}_{\Delta+m}(\bar{z}) \tag{4.10a}
\end{equation*}
$$

together with the factorization of the coefficients,

$$
\begin{equation*}
N_{12 n, m}=N_{12 n} \bar{N}_{12 m} \tag{4.10b}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{n, m}=N_{n} \bar{N}_{m} \tag{4.10c}
\end{equation*}
$$

Using again factorization and Eq. (3.5), we can easily get the explicit form of the four-point function of $\psi$ fields:

$$
\begin{align*}
&\left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}\left(z_{2}, \bar{z}_{2}\right) \psi_{3}\left(z_{3}, \bar{z}_{3}\right) \psi_{4}\left(z_{4}, \bar{z}_{4}\right)\right\rangle \\
&=\left\langle\chi_{1}\left(z_{1}\right) \chi_{2}\left(z_{2}\right) \chi_{3}\left(z_{3}\right) \chi_{4}\left(z_{4}\right)\right\rangle \\
& \times\left(\bar{\chi}_{1}\left(\bar{z}_{1}\right) \bar{\chi}_{2}\left(\bar{z}_{2}\right) \bar{\chi}_{3}\left(\bar{z}_{3}\right) \bar{\chi}_{4}\left(\bar{z}_{4}\right)\right\rangle \\
&= C(q) \bar{C}(\bar{q}) \prod_{i<j=1}^{4} z_{i j}^{q_{i} q_{j}} \prod_{k<l=1}^{4} \bar{z}_{k l}^{\bar{q}_{k} \bar{q}_{l}} . \tag{4.11}
\end{align*}
$$

Let us now come to a concrete example: the Thirring model. ${ }^{16,17}$ In our framework it is a two-dimensional model with two primary fields having equal dimensions and opposite fixed helicities $\pm \frac{1}{2}$; let us denote them by
$\psi_{1}(z, \bar{z})$, with helicity $h_{1}=-\frac{1}{2}$,
$\psi_{2}(z, \bar{z})$, with helicity $h_{2}=+\frac{1}{2}$.
From Eqs. (4.2) we see that the $U(1)$ charges must obey the following relations:
$q_{1}^{2}+\bar{q}_{1}^{2}=q_{2}^{2}+\bar{q}_{2}^{2}, \quad q_{1}^{2}-\bar{q}_{1}^{2}=-1, \quad q_{2}^{2}-\bar{q}_{1}^{2}=1$.

Therefore we can express all four charges in terms of only one (positive) parameter $\lambda$ :

$$
\begin{equation*}
q_{1}=\bar{q}_{2}=\sqrt{2 \lambda}, \quad q_{2}=\bar{q}_{1}=\sqrt{2 \lambda+1} . \tag{4.13}
\end{equation*}
$$

The conformal degrees are then

$$
\begin{equation*}
\Delta_{1}=\bar{\Delta}_{2}=\lambda, \quad \Delta_{2}=\bar{\Delta}_{1}=\lambda+\frac{1}{2} . \tag{4.14}
\end{equation*}
$$

The fields $\psi_{1,2}$ can be identified with the fields appearing in Eqs. (4.3) once we fix the charges with Eq. (4.13). All fusion rules (4.4) are valid again with

$$
\begin{align*}
& q_{\Psi^{(1,1)}}=2 \sqrt{2 \lambda}, \quad \bar{q}_{\Psi^{(1,1)}}=2 \sqrt{2 \lambda+1}, \\
& q_{\Psi^{(2,2)}}=2 \sqrt{2 \lambda+1}, \quad \bar{q}_{\Psi^{(2,2)}}=2 \sqrt{2 \lambda}, \\
& q_{\Psi^{(1,2)}}=\sqrt{2 \lambda}+\sqrt{2 \lambda+1}, \quad \bar{q}_{\Psi^{(1,2)}}=\sqrt{2 \lambda}+\sqrt{2 \lambda+1}, \\
& q_{\Psi^{(1,2)}}=\sqrt{2 \lambda}-\sqrt{2 \lambda+1}, \quad \bar{q}_{\tilde{\Psi}^{(1,2)}}=\sqrt{2 \lambda+1}-\sqrt{2 \lambda} . \tag{4.15}
\end{align*}
$$

We see that
$h_{\Psi^{(1,1)}}=-h_{\Psi^{(2,2)}}=-2, \quad h_{\Psi^{(1,2)}}=h_{\widetilde{\Psi}^{(1,2)}}=0$,
i.e., $\Psi^{(1,1)}$ together with $\Psi^{(2,2)}$ corresponds to spin 2 , while $\Psi^{(1,2)}$ and $\widetilde{\Psi}^{(1,2)}$ are scalar fields. From Eqs. (4.6) and (4.16) it is evident that while $U(1)$ charge is conserved,
there exists no "helicity conservation" in the fusion rules (4.4).

As already remarked in the general case, and as appears from the first level's analysis just outlined above, we have in the Thirring model an infinite set of primary fields, but we can have complete control of all fusion rules, going level by level with the same kind of analysis we have exploited above.

Also, all four-point functions of primary fields are easily made explicit using Eq. (4.11). For example,

$$
\begin{align*}
& \left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}^{*}\left(z_{2}, \bar{z}_{2}\right) \psi_{2}\left(z_{3}, \bar{z}_{3}\right) \psi_{1}^{*}\left(z_{4}, \bar{z}_{4}\right)\right\rangle \\
& \quad=c(\lambda)\left(z_{13} z_{24} / z_{12} z_{34}\right)^{\sqrt{2 \lambda(2 \lambda+1)}} z_{14}^{-2 \lambda} z_{23}^{-2 \lambda-1} \\
& \quad \times\left(\bar{z}_{13} \bar{z}_{24} / \bar{z}_{12} \bar{z}_{34}\right)^{\sqrt{2 \lambda(2 \lambda+1)}} \bar{z}_{14}^{-2 \lambda-1} \bar{z}_{23}^{-2 \lambda},  \tag{4.17a}\\
& \left\langle\widetilde{\Psi}^{(1,2)}\left(z_{1}, \bar{z}_{1}\right) \widetilde{\Psi}^{(1,2) *}\left(z_{2}, \bar{z}_{2}\right) \widetilde{\Psi}^{(1,2)}\left(z_{3}, \bar{z}_{3}\right) \widetilde{\Psi}^{(1,2)^{*}}\left(z_{4}, \bar{z}_{4}\right)\right\rangle \\
& \quad=b(\lambda)\left(\frac{z_{13} z_{24}}{z_{12} z_{14} z_{23} z_{34}} \times \frac{\bar{z}_{13} \bar{z}_{24}}{\bar{z}_{12} \bar{z}_{14} \bar{z}_{23} \bar{z}_{34}}\right)^{4 \lambda+1-2 \sqrt{2 \lambda(2 \lambda+1)}} . \tag{4.17b}
\end{align*}
$$

Even if the factorization of the Thirring model greatly facilitates its understanding, as we have just seen, we can get the same results using the two-dimensional formulation only.

Let us start from a massless spin- $\frac{1}{2}$ field coupled to a canonical $U(1)$ vector current, which is conserved together with its dual ${ }^{3,6,16,17}$ Let the fields $\psi_{1}$ and $\psi_{2}$ be the left and right components of the spin- $\frac{1}{2}$ field and $q_{1}, q_{2}, \bar{q}_{1}, \bar{q}_{2}$ their $\mathrm{U}(1)$ charges; i.e., we postulate that the following commutation relations hold (in the compact picture):

$$
\begin{align*}
{\left[J_{n}, \psi_{1,2}(z, \bar{z})\right] } & =-q_{1,2} z^{n} \psi_{1,2}(z, \bar{z}),  \tag{4.18a}\\
{\left[\bar{J}_{n}, \psi_{1,2}(z, \bar{z})\right] } & =-\bar{q}_{1,2} \bar{z}^{n} \psi_{1,2}(z, \bar{z}), \quad n \in \mathbb{Z} . \tag{4.18b}
\end{align*}
$$

Furthermore we suppose that the fields $\psi_{1,2}$ transform homogeneously under conformal transformations, i.e., that they are primary conformal fields with dimensions ( $\Delta_{1}, \bar{\Delta}_{1}$ ) and ( $\Delta_{2}, \bar{\Delta}_{2}$ ), satisfying the commutation relations

$$
\begin{align*}
& {\left[L_{n}, \psi_{1,2}(z, \bar{z})\right]} \\
& \quad=z^{n}\left(z \frac{\partial}{\partial z}+(n+1) \Delta_{1,2}\right) \psi_{1,2}(z, \bar{z})  \tag{4.19a}\\
& {\left[\bar{L}_{n}, \psi_{1,2}(z, \bar{z})\right]} \\
& \quad=\bar{z}^{n}\left(\bar{z} \frac{\partial}{\partial \bar{z}}+(n+1) \bar{\Delta}_{1,2}\right) \psi_{1,2}(z, \bar{z}), \quad n \in \mathbb{Z} . \tag{4.19b}
\end{align*}
$$

The presence of zeroth-level and first-level null fields or, equivalently, the existence of the Sugawara formula (1.7) [or (1.9)] and the analogous one for $\bar{T}(\bar{z})$ (or $\bar{L}_{n}$ ) again constrains $U(1)$ charges and conformal dimensions to be linked by Eq. (4.1b), while $\psi_{1,2}(z, \bar{z})$ must obey the Thirring equations

$$
\begin{align*}
& \frac{\partial \psi_{1,2}(z, \bar{z})}{\partial z}+q_{1,2}: J(z) \psi_{1,2}(z, \bar{z}): \\
& \quad=0=\frac{\partial \psi_{1,2}(z, \bar{z})}{\partial \bar{z}}+\bar{q}_{1,2}: \bar{J}(\bar{z}) \psi_{1,2}(z, \bar{z}): \tag{4.20}
\end{align*}
$$

Since $\psi_{1}$ and $\psi_{2}$ have the same dimensions and their helicities are $\left(-\frac{1}{2}\right)$ and $\left(+\frac{1}{2}\right)$, respectively, we can state Eqs. (4.13) and (4.14) again. We can show here also that there exists only one conformal family of the full algebra contributing to the OPE of any two among the four chiral fields $\psi_{1}, \psi_{2}, \psi_{1}^{*}, \psi_{2}^{*}$. Let us take the case $\psi_{1} \psi_{2}^{*}$ as an example,
and let us denote by $\varphi^{(i)}(z, \bar{z}), i \geqslant 1$, all primary fields that contribute in principle (together with their descendants) to their OPE; i.e., in analogy with Eq. (2.11),

$$
\begin{align*}
\psi_{1}\left(z_{1} \bar{z}_{1}\right) \psi_{2}^{*}\left(z_{2}, \bar{z}_{2}\right)= & \sum_{i>1} \frac{\widetilde{N}_{120,0}^{(i)}}{\widetilde{N}_{0,0}^{(i)}} z_{12}^{(i)}-1 / 2-2 \lambda \bar{z}_{12}^{(i)}-1 / 2-2 \lambda \\
& \times\left[\varphi^{(i)}\left(z_{2}, \bar{z}_{2}\right)+O\left(z_{12}\right)+O\left(\bar{z}_{12}\right)\right] \tag{4.21}
\end{align*}
$$

Using (the global version of) Eqs. (4.18) and taking into account that all fields appearing in Eq. (4.21), being primary, transform homogeneously under current algebra, we get from Eq. (4.21)

$$
\begin{align*}
& {\left[J^{(-)}(z), \varphi^{(i)}\left(z^{\prime}, \bar{z}^{\prime}\right)\right]} \\
& \quad=\left[(\sqrt{2 \lambda+1}-\sqrt{2 \lambda}) /\left(z-z^{\prime}\right)\right] \varphi^{(i)}\left(z^{\prime}, \bar{z}^{\prime}\right)  \tag{4.22a}\\
& \quad\left[J^{(-)}(\bar{z}), \varphi^{(i)}\left(z^{\prime}, \bar{z}^{\prime}\right)\right] \\
& \quad=\left[(\sqrt{2 \lambda}-\sqrt{2 \lambda+1}) /\left(\bar{z}-\bar{z}^{\prime}\right)\right] \varphi^{(i)}\left(z^{\prime}, \bar{z}^{\prime}\right)
\end{align*}
$$

Then using the Thirring equations (4.20) in the threepoint function $\left\langle\psi_{1} \psi_{2}^{*} \varphi^{(i)^{*}}\right\rangle$ together with commutation relations (4.22), we get the following first-order differential equations:

$$
\begin{align*}
& \left(\frac{\partial}{\partial z_{1}}+\frac{\sqrt{2 \lambda(2 \lambda+1)}}{z_{12}}+\frac{2 \lambda-\sqrt{2 \lambda(2 \lambda+1)}}{z_{13}}\right) \\
& \quad \times\left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}^{*}\left(z_{2}, \bar{z}_{2}\right) \varphi^{\left.(i)^{*}\left(z_{3}, \bar{z}_{3}\right)\right\rangle=0,}\right.  \tag{4.23a}\\
& \left(\frac{\partial}{\partial \bar{z}_{1}}+\frac{\sqrt{2 \lambda(2 \lambda+1)}}{\bar{z}_{12}}+\frac{2 \lambda+1-\sqrt{2 \lambda(2 \lambda+1)}}{\bar{z}_{13}}\right) \\
& \quad \times\left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}^{*}\left(z_{2}, \bar{z}_{2}\right) \varphi^{(i)^{*}}\left(z_{3}, \bar{z}_{3}\right)\right\rangle=0, \quad i \geqslant 1 . \tag{4.23b}
\end{align*}
$$

Inserting the explicit expression for the three-point function $\left\langle\psi_{1} \psi_{2}^{*} \varphi^{(i)^{*}}\right\rangle$, dictated by conformal invariance, into Eqs. (4.23), we find at last that

$$
\begin{equation*}
\Delta^{(i)}=\bar{\Delta}^{(i)}=2 \lambda+\frac{1}{2}-\sqrt{2 \lambda(2 \lambda+1)}, \quad i \geqslant 1 \tag{4.24}
\end{equation*}
$$

We see that the conformal degrees of all primary fields $\varphi^{(i)}$ coincide, signifying that we have only one conformal (and current-algebra) family contributing to the OPE of $\psi_{1} \psi_{2}^{*}$. The same demonstration holds for the OPE of any other two among our chiral fields $\psi_{1}, \psi_{2}, \psi_{1}^{*}, \psi_{2}^{*}$.

In reaching Eq. (4.24) we have intentionally stressed the role played by the Thirring equations (4.20). We could have started instead from the observation that relation (4.1b) holds for a generic primary field; then the uniqueness of $U(1)$ charges for all fields $\varphi^{(i)}$, shown by Eqs. (4.22), would have implied uniqueness of all conformal degrees also.

The explicit form of the four-point functions can also be easily recovered using the Thirring equations and the relations (4.13) and (4.14). Let us see how to obtain Eq. (4.17a) again.

From conformal invariance we have that

$$
\begin{align*}
& \left\langle\psi_{1}\left(z_{1}, \bar{z}_{1}\right) \psi_{2}^{*}\left(z_{2}, \bar{z}_{2}\right) \psi_{2}\left(z_{3}, \bar{z}_{3}\right) \psi_{1}^{*}\left(z_{4}, \bar{z}_{4}\right)\right\rangle \\
& \quad=z_{13}^{-2 \lambda-{ }^{-1} z_{14} z_{24}^{-2 \lambda-1} \bar{z}_{13}^{-2 \lambda} \bar{z}_{14}^{-1} \bar{z}_{24}^{-2 \lambda} f(\eta) \bar{f}(\bar{\eta})} \tag{4.25}
\end{align*}
$$

where $f$ and $\bar{f}$ are unknown functions of $\eta$ and $\bar{\eta}$, defined
by Eq. (3.1b). Using the Thirring equation (4.20) in $z_{1}$ for $\psi_{1}\left(z_{1}, \bar{z}_{1}\right)$ and with the help of (the global version of) Eq. (4.19a), we get the following first-order differential equation for $f(\eta)$ :

$$
\begin{align*}
& {[(2 \lambda+1) /(\eta-1)} \\
& \quad-\sqrt{2 \lambda(2 \lambda+1)}] f(\eta)+\eta f^{\prime}(\eta)=0 \tag{4.26a}
\end{align*}
$$

which can be easily solved, giving
$f(\eta)=$ const $\times(\eta /(\eta-1))^{2 \lambda+1} \times \eta^{\sqrt{2 \lambda(2 \lambda+1)}}$.
Proceeding in the same way for the $\bar{z}_{1}$ dependence of $\psi_{1}\left(z_{1}, \bar{z}_{1}\right)$, we finally get Eq. (4.17a) again.

## V. REDUCTION TO THE VIRASORO SUBALGEBRA

Until now we have always dealt with the representations of the full algebra (1.1). Since the irreducible representations of the $U(1)$ conformal CA are, in general, reducible representations of the Virasoro subalgebra (1.1a), an interesting problem for the description of the explicit reduction of a given conformal CA Verma module into a sum of the Virasoro algebra's representations arises.

Following the methods and the results of Refs. 19 and 20 for the character of the irreducible lowest-weight degenerate ( $\Delta=q^{2} / 2$ ) representation of the algebra (1.1), we get

$$
\begin{equation*}
\chi_{q}(t)=t^{q^{2} / 2} \eta(t) \tag{5.1}
\end{equation*}
$$

where the Dedekind function $\eta(t)$ is given by

$$
\eta(t)=t^{1 / 24} \prod_{n=1}^{\infty}\left(1-t^{n}\right)
$$

In the case $c=1$ for the representations of the Virasoro algebra (1.1a) one has to distinguish two different expressions for the characters of the corresponding representations ${ }^{19,20}$ :

$$
\begin{gather*}
\chi_{\Delta}^{\mathrm{Vir}}(t)=t^{\Delta} / \eta(t), \quad \text { for } \Delta \neq n^{2} / 4, \quad n \in \mathbb{Z}  \tag{5.2a}\\
\chi_{n^{2} / 4}^{\mathrm{Vir}_{\mathrm{in}}}(t)=\left(t^{n^{2} / 4}-t^{\left.(n+2)^{2 / 4}\right) / \eta(t)}\right. \\
\text { for } \Delta=n^{2} / 4, \quad n \in \mathbb{Z} \tag{5.2b}
\end{gather*}
$$

Then for $q=n / \sqrt{2}$ we can represent the character (5.1) in terms of the Virasoro characters (5.2b),

$$
\begin{align*}
\chi_{n / \sqrt{2}}(t) & =\frac{1}{\eta(t)} \sum_{k=0}^{\infty}\left(t^{(\eta+2 k)^{2} / 4}-t^{(\eta+2 k+2)^{2} / 4}\right) \\
& =\sum_{k=0}^{\infty} \chi_{(n+2 k)^{2 / 4}}^{\mathrm{Vir}}(t) \tag{5.3}
\end{align*}
$$

and consequently for these special values of the $U(1)$ charge $q=n / \sqrt{2}$ the corresponding representations of the CA (1.1) contain infinitely many Virasoro representations with dimensions

$$
\Delta_{k}=(n+2 k)^{2} / 4 \equiv n^{2} / 4+k(k+n), \quad k=0,1, \ldots
$$

In the field-theoretical language this observation means that the $\mathrm{U}(1)$ conformal current family [ $\psi_{\Delta}^{g}=q^{2} / 2$ ] splits into infinite sets of Virasoro conformal families [ $\psi_{\Delta_{k}}^{\mathrm{Vir}}$ ] generated by Virasoro primary fields (states). We shall give as examples the explicit constructions of the simplest primary states of Vir [they are not primary ones for the full algebra (1.1)]:

| $q=0$ | $k=1$ | $J_{-1}\|0,0\rangle$ |
| :---: | :---: | :---: |
|  | $k=2$ | $\left(4 J_{-3} J_{-1}-3 J^{2}{ }_{-2}-2 J^{1}{ }_{-1}\|0,0\rangle\right.$ |
| $q=1 / \sqrt{2}$ | $k=1$ | $\left(J_{-2}-\sqrt{2} J^{2}{ }_{-1}\right)\left\|\frac{1}{4}, 1 / \sqrt{2}\right\rangle$ |
| $q=\sqrt{2}$ | $k=1$ | $\left(J_{-3}-3 / \sqrt{2} J_{-2} J_{-1}+J^{3}{ }_{-1}\right)\|1, \sqrt{2}\rangle$ |
| $q=3 / \sqrt{2}$ | $k=1$ | $\left.\left.\left(-3 \sqrt{2} J_{-4}+8 J_{-3} J_{-1}+3 J_{-2}^{2}-6 \sqrt{2} J_{-2} J^{2}{ }_{-1}+2 J^{4}{ }_{-1}\right)\right\|_{4} ^{9}, 3 / \sqrt{2}\right\rangle$. |

In the general case (when $\Delta \neq n^{2} / 4$ ), because of the coincidence of the characters (5.1) and (5.2a) only one Virasoro representation corresponds to each conformal $\mathrm{U}(1)$ CA representation. Because of the fusion rules (2.13), even in these models $(q \neq n / \sqrt{2})$ we need the family of the unity operator $[I](q=0)$, which contains infinitely many Virasoro conformal families:

$$
\chi_{0}(t)=\sum_{k=0}^{\infty} \chi_{k^{2}}^{\mathrm{Vir}}(t) .
$$

Here $k=0$ corresponds to the family of the Virasoro unit operator, $k=1$ gives the family of the $\mathbf{U}(1)$ current, and $k=2(\Delta=4)$ describes the new "conserved current" family of the Virasoro primary field

$$
V(z):=\sum_{n=0}^{\infty} V_{n} z^{-n-4},
$$

where the Laurent coefficients $V_{n}$ can be realized in terms of the $\mathrm{U}(1)$ current modes $J_{n}$,

$$
\begin{aligned}
V_{n}= & \left(\sum_{k=-n}^{\infty}+\sum_{k=1}^{\infty}\right)[(k-1)(k-2) \\
& +(n+k+1)(n+k+2) \\
& +3(k-1)(n+k+1)] J_{-k} J_{n+k} \\
& -4\left[\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} J_{-k} J_{-l} L_{n+k+l}\right. \\
& +2 \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} J_{-k} L_{n+k-l} J_{l} \\
& \left.+\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} L_{n-k-l} J_{k} J_{l}\right]
\end{aligned}
$$

and $V_{n}|0,0\rangle=0, n \geqslant-3$. This current has rather complicated transformation properties,

$$
\begin{aligned}
{\left[L_{m}, V_{n}\right]=} & (3 m-n) V_{m+n} \\
{\left[J_{m}, V_{n}\right]=} & 2 m[(m-1)(m-2) \\
& +(m+n+1)(m+n+2) \\
& +3(m-1)(m+n+1)] J_{m+n} \\
& -16 m\left[\sum_{k=1}^{\infty} J_{-k} L_{n+k}+\sum_{k=0}^{\infty} L_{n-k} J_{k}\right]
\end{aligned}
$$

with respect to the full algebra (1.1), and it has no simple physical meaning as the $\mathrm{U}(1)$ current and the stress-energy tensor do. The same is true for the currents with dimensions $k^{2}(k=3,4,5, \ldots)$.

The simplest fusion rule for two primary fields with opposite charges (2.13),

$$
\varphi_{q^{(9)} / 2}^{(9)} \varphi_{q^{(2) / 2}}^{(-q)}=[I]\left(\equiv\left[\varphi_{0}^{(0)}\right]\right),
$$

can be rewritten (with respect to the Virasoro algebra) in the form

$$
\varphi_{q^{2} / 2}^{(q)} \varphi_{q^{2} / 2}^{(-q)}=\sum_{k=0}^{\infty}\left[\varphi_{k^{2}}^{(0)}\right],
$$

and, together with the other fusion rules (2.13), gives the multiplication laws of the infinite associative algebra of the Virasoro conformal fields describing the corresponding $c=1$ model.

Note added: After the completion of the manuscript we received the preprint by Bagger et al. ${ }^{21}$ where results similar to ours connected with the treatment of the Thirring model appear.
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# Erratum: New classes of symmetries for partial differential equations [J. Math. Phys. 29, 806 (1988)] 
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Sukeyuki Kumei
Faculty of Textile Science, Shinsu University, Ueda, Nagano-ken 386, Japan
(Received 28 June 1988; accepted for publication 13 July 1988)

The following corrections should be made.
(i) In Eq. (4.6) $\partial / \partial t$ should be replaced by $\partial / \partial u$. Equation (4.9) should be replaced by
$\widetilde{L}_{4}=x \frac{\partial}{\partial x}+\frac{2}{v}(u+\kappa) \frac{\partial}{\partial u}+\left[\left(1+\frac{2}{v}\right) \phi+\frac{2 \kappa x}{v}\right] \frac{\partial}{\partial \phi}$.
(ii) Result 3 on p. 810 should read as follows.
3. $K(u)=\lambda(u+\kappa)^{-2},\{\lambda, \kappa\}$ arbitrary constants. Here $G_{T}$ is an $\infty$-parameter group with infinitesimal generators $\widetilde{L}_{0}, \widetilde{L}_{1}$, and $\widetilde{L}_{3}$ given by (4.8), $\widetilde{L}_{4}$ given by (4.9), and
$\widetilde{L}_{2}=-x(\phi+\kappa x) \frac{\partial}{\partial x}+(u+\kappa)[\phi+2 \kappa x+x u] \frac{\partial}{\partial u}$

$$
\begin{equation*}
+[2 \lambda t+\kappa x(\phi+\kappa x)] \frac{\partial}{\partial \phi} \tag{4.10a}
\end{equation*}
$$

$$
\begin{align*}
\widetilde{L}_{5}= & -x\left[(\phi+\kappa x)^{2}+2 \lambda t\right] \frac{\partial}{\partial x}+4 \lambda t^{2} \frac{\partial}{\partial t} \\
& +(u+\kappa)\left[6 \lambda t+(\phi+\kappa x)^{2}\right. \\
& +2 x(u+\kappa)(\phi+\kappa x)] \frac{\partial}{\partial u} \\
& +\left[\kappa x(\phi+\kappa x)^{2}+2 \lambda t(2 \phi+3 \kappa x)\right] \frac{\partial}{\partial \phi},  \tag{4.10b}\\
\widetilde{L}_{\infty}= & \Theta(w, t) \frac{\partial}{\partial x}-(u+\kappa)^{2} \frac{\partial \Theta(w, t)}{\partial w} \frac{\partial}{\partial u} \\
& -\kappa \Theta(w, t) \frac{\partial}{\partial \phi} . \tag{4.10c}
\end{align*}
$$

Here $w=\phi+\kappa x$ and $v=\boldsymbol{\theta}(w, t)$ is an arbitrary solution of the linear differential equation

$$
\begin{equation*}
\lambda \frac{\partial^{2} v}{\partial w^{2}}-\frac{\partial v}{\partial t}=0 . \tag{4.11}
\end{equation*}
$$

(iii) In result 4 on p. 810 condition (a) should be replaced by
(a) $p^{2}-4 q-r^{2}=0, p^{2}-4 q>0$.

# Erratum: The Vaidya-Patel solution with Robertson-Walker metric as a rotating inflationary scenario [J. Math. Phys. 29, 1514 (1988)] 

Öyvind Grön<br>Oslo College of Engineering, Cort Adelers gt. 30, N-0254 Oslo 2, Norway and Institute of Physics,<br>University of Oslo, P.O. Box 1048 Blindern, N-0316 Oslo 3, Norway

Harald H. Soleng
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(Received 13 July 1988; accepted for publication 20 July 1988)

In Sec. III, p. 1516, left column, it is stated that the structure coefficients in an orthonormal basis satisfy the relations $C^{\mu}{ }_{0 v}=-C^{v}{ }_{0 \mu}$. This is not correct in general. Accordingly the general expression for the shear scalar expressed in terms of the structure coefficients of a comoving tetrad basis, Eq. (3.11), should read
$\sigma^{2}=\frac{1}{3}\left[\left(C_{01}^{1}\right)^{2}+\left(C_{02}^{2}\right)^{2}+\left(C_{03}^{3}\right)^{2}\right.$

$$
\begin{align*}
& \left.-C_{01}^{1} C_{02}^{2}-C_{01}^{1} C_{03}^{3}-C_{02}^{2} C_{03}^{3}\right] \\
& +\frac{1}{4}\left[\left(C_{02}^{1}+C_{01}^{2}\right)^{2}+\left(C_{03}^{1}+C_{01}^{3}\right)^{2}\right. \\
& \left.+\left(C_{03}^{2}+C_{02}^{3}\right)^{2}\right] . \tag{3.11}
\end{align*}
$$

In the particular model under consideration, $C^{\mu}{ }_{0 v}=0$, when $\mu \neq \nu$, and the cross terms of Eq. (3.11) are zero.

Hence the error does not affect the results obtained.
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